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ABSTRACT 
Generative AI has emerged as a technology that plays a significant role in various 

fields, including public health research. This article aims to explain the meaning of Generative 
AI and analyze its role as an assistant to public health researchers, focusi ng on four key 
issues: 1) how to use AI in the research writing process, 2) the credibility of academic work 
generated by AI, 3) the risk of plagiarism, and 4) perspectives on the use of Generative AI in 
research in 2025 and beyond. The author has extensively reviewed relevant literature to 
obtain comprehensive and up-to-date information. The results indicate that although 
Generative AI has high potential to be a research assistant, there are still ethical, credibility, 
and appropriate usage concerns that need to be taken into account. Therefore, researchers 
should understand the limitations of AI while leveraging its benefits to ensure that public 
health research develops in a direction that truly aligns with human and societal needs. 
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บทบาทของปัญญาประดษิฐ์เชิงสร้างสรรค์ในฐานะผู้ช่วยนักวิจัยด้านสาธารณสุข 

ขัติยา  แก้วสมบัติ*, อิศรา  ขุนพิลึก, มิตรภาพ  แก้วสมบัติ 
สำนักงานสาธารณสุขจังหวัดเลย 

บทคัดย่อ 
ปัญญาประดิษฐ์สร้างสรรค์ (Generative AI) ได้กลายเป็นเทคโนโลยีที่มีบทบาทสำคัญในหลากหลาย

สาขา รวมถึงด้านการวิจัยสาธารณสุข บทความนี้มีวัตถุประสงค์เพื่ออธิบายความหมายของ Generative AI 
และวิเคราะห์บทบาทของมันในฐานะผู้ช่วยนักวิจัยสาธารณสุข โดยเน้น 4 ประเด็นสำคัญ ได้แก่ 1) วิธีการนำ 
AI มาใช้ในกระบวนการเขียนงานวิจัย 2) ความน่าเชื่อถือของผลงานวิชาการที่เกิดจาก AI 3) ความเสี่ยงเรื่อง
การคัดลอกผลงาน และ 4) มุมมองต่อการใช้ Generative AI ในงานวิจัยในปี 2025 และในอนาคต ผู้เขียนได้
ทบทวนวรรณกรรมที่เกี่ยวข้องอย่างกว้างขวางเพื่อให้ได้ข้อมูลที่รอบด้านและทันสมัย ผลการศึกษาชี้ใหเ้ห็นว่า 
แม้ Generative AI จะมีศักยภาพสูงในการเป็นผู้ช่วยนักวิจัย แต่ก็ยังมีข้อพึงระวังทั้งในแง่จริยธรรม ความ
น่าเชื่อถือ และการใช้งานอย่างเหมาะสม ดังนั้น นักวิจัยจึงควรทำความเข้าใจในข้อจำกัดของ AI ควบคู่ไปกับ
การใช้ประโยชน์จากมัน เพื่อให้งานวิจัยด้านสาธารณสุขพัฒนาไปในทิศทางที่สอดคล้องกับมนุษย์และสังคม
อย่างแท้จริง 
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บทนำ 

ความก้าวหน้าอย ่างก้าวกระโดดของ
ปัญญาประดิษฐ์ (AI) ในช่วงทศวรรษที่ผ่านมา ได้
ส ่ งผลกระทบท ี ่ ท ้ าทายและเปล ี ่ ยนโฉมใน
หลากหลายสาขา งานวิจัยด้านสาธารณสุขก็เป็น
อีกด้านหนึ่งที่ได้รับอิทธิพลจาก AI อย่างหลีกเลี่ยง
ไม่ได้ (Davenport & Kalakota, 2019) โดยเฉพาะ
อย่างยิ่ง Generative AI ซึ่งเป็นสาขาย่อยของ AI 
ที่มีความสามารถในการสร้างผลงานที่คล้ายกับ
ผลงานของมนุษย์ เช่น ข้อความ ภาพ เสียง หรือ
วิดีโอ จากการเรียนรู้รูปแบบของข้อมูลที่ป้อนให้ 
(Brown et al., 2020) ปัจจุบัน Generative AI 
ได้ถูกนำมาประยุกต์ใช้ในด้านการเขียนและการ
ประมวลผลภาษาอย่างแพร่หลาย ทั้งในการสร้าง
เนื้อหา การแปลภาษา และแม้กระท่ังการเขียนงาน
วิชาการ (Kumar & Srinivasan, 2020) จนกระท่ัง
เกิดคำถามถึงบทบาทของมันในฐานะผู ้ช่วยหรือ
อาจจะเป็นคู่แข่งของนักวิจัย 

ด้านสาธารณสุขถือเป็นสาขาที ่มีความ
จำเป็นอย่างยิ ่งในการสร้างองค์ความรู ้ใหม่ผ่าน
งานวิจ ัย เพื ่อนำไปสู ่การพัฒนานโยบาย การ
ป้องกันโรค การรักษาพยาบาล ตลอดจนการ
ส่งเสริมสุขภาพของประชาชน (de Oliveira et 
al., 2021) อย่างไรก็ตาม กระบวนการทำวิจัยด้าน
สาธารณสุขมักเผชิญกับความท้าทายทั้งในด้าน
ความซับซ้อนของปัญหา ข้อจำกัดของทรัพยากร 
และความกดด ั นด ้ าน เวล า  โ ดย เฉพาะ ใน
สถานการณ์วิกฤตเร่งด่วน เช่น การระบาดใหญ่ของ
โรคอุบัติใหม่ (Bullock et al., 2020) ด้วยเหตุนี้ 
Generative AI ที่มีศักยภาพในการประมวลผล
ข้อมูลจำนวนมากและสร้างผลลัพธ์ได้อย่างรวดเร็ว 
จึงถูกมองว่าอาจจะเป็นตัวช่วยสำคัญของนักวิจัย 

โดยเฉพาะในขั ้นตอนที ่ใช ้ เวลามาก เช ่น การ
ทบทวนวรรณกรรม การเก็บรวบรวมและวิเคราะห์
ข้อมูล การเขียนรายงาน ไปจนถึงการตีพ ิมพ์
เผยแพร่ผลงาน (Heaven, 2020) 

อย่างไรก็ดี การนำ AI มาใช้ในงานวิจัย 
กระตุ ้นให ้เก ิดข ้อถกเถ ียงถ ึงความน ่าเช ื ่อถือ 
คุณภาพ และจริยธรรมของผลงานที่เกิดขึ้น เช่น 
ประเด็นเรื ่องการลอกเลียนผลงาน (plagiarism) 
การอ้างอิงที่ไม่ถูกต้อง หรือการสรุปผลที่ผิดพลาด 
โดยเฉพาะอย่างย ิ ่งถ้าผ ู ้ ใช ้ขาดความเข้าใจถึง
ข้อจำกัดของ AI อย่างถ่องแท้ (Khademi, 2020; 
Saleh et al., 2020) ขณะเดียวกัน การใช้ AI ใน
งานที่เกี่ยวข้องกับสุขภาพ ยังมีข้อพึงระวังในเรื่อง
ความปลอดภัยและความเป็นส่วนตัวของข้อมูล 
รวมถึงความเสี่ยงของอคติ (bias) ที่อาจแฝงมากับ
ชุดข้อมูลที่ใช้ฝึก AI ซึ่งอาจส่งผลเสียต่อการสรุป
ผลการวิจัยหรือการพัฒนานโยบายสาธารณสุขใน
ภายหลังได้ (Agrawal et al., 2019; Vayena et al., 
2018) 

ในอนาคต คาดว่าเทคโนโลยี Generative AI 
จะพัฒนาไปได้ไกลยิ่งกว่านี้มาก ในปี ค.ศ. 2025 
อาจเป็นช่วงเวลาที ่ AI เริ ่มกลายเป็นเครื ่องมือ
พ้ืนฐานเคียงข้างนักวิจัยมากข้ึนเรื่อย ๆ และช่วยให้
การผล ิตผลงานว ิชาการทำได ้ เร ็วข ึ ้นและมี
ประสิทธิภาพมากขึ้น โดยในระยะยาวนั้น บางคน
คาดการณ์ว่า AI อาจมีความสามารถในการทำวิจัย
ได้ด้วยตัวเองอย่างออโต้ ตั้งแต่การกำหนดคำถาม
วิจัย ออกแบบการทดลอง ไปจนถึงการตีความผล 
(Hengstler et al., 2016) แต่อย่างไรก็ตาม แม้ใน
อนาคต คุณค่าของการทำวิจัยก็ไม่ได้อยู่ที ่ระบบ
อัตโนม ัต ิแต ่เพ ียงอย่างเด ียว แต ่ส ิ ่ งท ี ่สำคัญ
ย ิ ่ ง ก ว ่ าน ั ้ น  ค ื อกา รม ี แนวค ิ ดสร ้ า งสรร ค์                 
การวิเคราะห์เชิงวิพากษ์ และการสังเคราะห์องค์
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ความรู้อย่างมีเป้าหมาย ซึ่งยังคงต้องอาศัย "ความ
เป็นมนุษย์" ไม่ว่าจะผ่านมุมมอง ประสบการณ์ 
หรือคุณธรรมจริยธรรม (Bali et al., 2019) 

ดังนั้น บทความนี้จึงมีเป้าหมายเพ่ือสำรวจ
และวิเคราะห์อิทธิพลของ Generative AI ต่อการ
ว ิจ ัยด ้านสาธารณส ุขในป ัจจ ุบ ัน โดยจะให้
ความสำคัญกับประเด ็นสำคัญ 4 ด ้าน ได ้แก่         
1) แนวทางการใช้ AI เป ็นผ ู ้ช ่วยในการเขียน
งานวิจัย 2) คุณภาพและความน่าเชื่อถือของผลงาน
ที่เกิดจาก AI 3) ความเสี่ยงในเรื ่องการลอกเลียน
ผลงาน และ 4) มุมมองต่อการใช้ Generative AI 
ในงานวิจัยในอนาคต ผ่านการทบทวนวรรณกรรม
อย่างรอบด้าน เพื่อผลักดันให้เกิดความเข้าใจและ
การใช้ประโยชน์จาก AI ในเชิงสร้างสรรค์ ควบคู่ไป
กับการตระหนักถึงข้อจำกัดและพึงระวังทาง
จริยธรรมต่างๆ อันจะเป็นจุดสมดุลที่สำคัญต่อการ
พัฒนางานวิจัยด้านสาธารณสุขให้ก้าวหน้าอย่าง
มั่นคงและยั่งยืนต่อไป 

แนวทางการใช้ AI เป็นผู้ช่วยในการเขียน
งานวิจัย  

จ า ก ก า ร ศ ึ ก ษ า ข อ ง  K u m a r  แ ล ะ 
Srinivasan (2020) พบว่า Generative AI ได้ถูก
นำมาประยุกต์ใช้ในกระบวนการเขียนงานวิชาการ
ในหลากหลายรูปแบบ ไม่ว ่าจะเป็นการสร ้าง
ข้อความ การแปลภาษา การสรุปความ ไปจนถึง
การอ้างอิง โดยเฉพาะในขั้นตอนที่ใช้เวลานาน เช่น 
การทบทวนวรรณกรรม การเก็บรวบรวมและ
วิเคราะห์ข้อมูล การเขียนโครงร่างงานวิจัย การ
แปลผลการศึกษา และการจัดทำรายงานฉบับ
สมบูรณ์ สอดคล้องกับที่ Heaven (2020) ระบุว่า 
เทคโนโลย ี  Generat ive A I  อย ่าง GPT-3 
(Generative Pre-trained Transformer 3) ของ 

OpenAI มีความสามารถในการประมวลผลข้อมูล
จำนวนมหาศาลและสร้างเนื ้อหาที ่มีคุณภาพได้
ภายในเวลาอันรวดเร็ว ซึ่งอาจกลายเป็นผู้ช่วยคน
สำคัญของนักวิจัย โดยเฉพาะในงานที ่ต ้องการ
ความแม่นยำสูงและงานท่ีเร่งด่วน  

ในขั้นตอนการทบทวนวรรณกรรม ซึ่งเป็น
พื ้นฐานสำคัญของการทำวิจัย AI สามารถช่วย
ค้นหา คัดกรอง และสรุปสาระสำคัญจากจำนวน
มหาศาลของเอกสาร รวมถึงการแนะนำบทความที่
เกี ่ยวข้องได้ภายในเวลาอันรวดเร็ว ซึ่งจะช่วยให้
นักวิจัยเห็นภาพรวมของความรู้และช่องว่างการ
วิจัยได้ดียิ่งขึ้น (Bornmann & Marewski, 2019) 
ส่วนในขั้นตอนการเก็บรวบรวมข้อมูล นอกจาก
การช่วยสร้างแบบสอบถามหรือแบบสัมภาษณ์แล้ว 
AI ยังสามารถช่วยกำกับการเก็บข้อมูลจริงผ่านการ
สร้างบอทโต้ตอบ การสำรวจข้อมูลออนไลน์ หรือ
การทดสอบระหว่างทำงาน (A/B testing) ได้อีก
ด้วย (Bozkurt et al., 2021) 

ขณะเดียวกัน ระบบ AI ที่ฝึกฝนด้วยข้อมูล
ปริมาณมาก ยังสามารถช่วยจัดเตรียม ประมวลผล 
ว ิเคราะห์ข ้อม ูล หร ือจำลองแบบการทดลอง
ซับซ้อนที่ต้องใช้กำลังคำนวณสูงได้อย่างรวดเร็ว ซึ่ง
มีความสำคัญอย่างยิ่งต่อการตัดสินใจทางคลินิก
หร ือการวางแผนสาธารณส ุข โดยเฉพาะใน
สถานการณ์เร่งด่วนอย่างการระบาดใหญ่ (Vaishya 
et al., 2020) ส ่วนในด้านการเข ียนรายงาน 
Generative AI สามารถช่วยในการสร้างเนื้อหา 
ทั้งการเขียนบทคัดย่อ การเรียบเรียงผลการศึกษา 
และการอภิปรายในประเด็นต่างๆ ตลอดจนช่วยใน
การแปลเป็นภาษาต่างประเทศ การสรุปแบบ
กราฟ ิก หร ือแม ้กระท ั ่ งการเล ือกวารสารที่
เหมาะสมเพื่อการตีพิมพ์ ซึ ่งจะช่วยลดภาระงาน
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และเวลาของนักวิจัยลงอย่างมากในขั้นตอนสุดท้าย
ของการทำวิจัยนี้ (Bauchner et al., 2020) 

อย่างไรก็ตาม ข ้อด ีเหล ่าน ี ้ต ้องนำมา
พิจารณาควบคู่กับข้อจำกัดและความท้าทายของ 
Generative AI เช่น ความผิดพลาดหรืออคติที่อาจ
เกิดได้จากการเรียนรู้จากชุดข้อมูลที่ไม่ครอบคลุม 
การขาดการอธิบายถึงที่มาของผลลัพธ์ (lack of 
explainability) และความเสี ่ยงด้านจริยธรรม 
(Vayena et al., 2018) ซึ ่งจะกล่าวถึงในส่วน
ถัดไป เพราะฉะนั้น การพิจารณาให้ความสำคัญกับ
การคัดเลือก เตรียม และตรวจสอบคุณภาพของ
ข้อมูลนำเข้า ตลอดจนการใช้ AI ภายใต้การควบคุม
กำกับโดยมนุษย์อย่างเหมาะสม จึงเป็นหัวใจสำคัญ
สำหรับการใช้ศักยภาพของ AI ให้เป็นประโยชน์
สูงสุดในงานวิจัยด้านสุขภาพต่อไป (Topol, 2019) 

ความกังวลเกี่ยวกับความน่าเชื่อถือทางวิชาการ
และปัญหาการคัดลอกผลงาน 

แม้ประโยชน์จากการนำ AI มาใช้ในงาน
วิชาการจะชัดเจน แต่คำถามสำคัญ คือ ผลงานที่
เกิดจาก AI จะมีความน่าเชื ่อถือในเชิงวิชาการ
เพียงใด ประเด็นแรก คือเรื ่องของคุณภาพและ
ความถูกต้องของผลงานที่เกิดจาก AI ซึ่งอาจจะไม่
เท่าเทียมกับผลงานที่เขียนโดยนักวิจัยมนุษย์ที่มี
ความเชี่ยวชาญ เนื่องจาก AI เรียนรู้จากรูปแบบ
และความถ่ีของข้อมูลที่ป้อนให้ ดังนั้นความถูกต้อง
และความลึกซึ้งของผลลัพธ์ จึงขึ้นอยู่กับคุณภาพ
ของชุดข้อมูลเป็นหลัก กล่าวคือ ถ้าข้อมูลนำเข้าไม่
ครอบคลุม ล้าสมัย หรือมีอคติ AI ก็อาจจะสร้าง
ผลลัพธ์ที่คลาดเคลื่อนจากความจริงหรือมีอคติไป
ด้วย ( Ioannidis, 2016 ; Khademi, 2020) 
ประเด็นที ่สอง คือความไม่แน่นอนเกี ่ยวกับการ
อ้างอิงถึงแหล่งที ่มาของข้อมูลภายในผลงาน 

โดยเฉพาะสำหรับ AI ที่ได้รับการฝึกฝนด้วยข้อมูล
จากแหล่งต่างๆ มากมาย ซึ่งอาจทำให้เกิดความ
กังวลเรื่องการคัดลอกผลงาน (plagiarism) หรือ
การไม่เคารพทรัพย์สินทางปัญญา ที่อาจนำไปสู่
ปัญหาจริยธรรมหรือกฎหมายตามมา ดังตัวอย่าง
การวิจัยของ Saleh และคณะ (2020) ซึ่งพบว่า 
ระบบตรวจจับการคัดลอกผลงานในปัจจุบันยังมี
ข้อจำกัดในการจัดการกับเนื ้อหาที ่สร้างโดย AI 
และมีความเสี่ยงในการให้ผลบวกหรือลบลวงที่ไม่
ถูกต้อง 

นอกจากนั้น ความเข้าใจต่อข้อจำกัดของ
ผลลัพธ์ที ่ได้จาก AI ก็เป็นสิ ่งสำคัญ ที ่นักวิจัย
จะต้องตระหนักถึง อย่างเช ่น การไม่สามารถ
อธิบายที่มาของผลลัพธ์ในเชิงเหตุและผลได้อย่าง
ชัดเจน (lack of explainability) ซึ่งเป็นข้อจำกัด
ของเทคโนโลยี AI ในปัจจุบัน อาจส่งผลต่อความ
น ่าเช ื ่อถ ือในการนำผลว ิจ ัยไปใช ้อ ้างอ ิงหรือ
สนับสนุนการตัดสินใจในทางปฏิบัติ (Agrawal et al., 
2019) โดยเฉพาะอย่างยิ ่งในด้านสุขภาพที ่มี     
ความอ่อนไหวสูง ดังตัวอย่างการศึกษาในผู้ป่วย
มะเร็งของ Pierson et al. (2021) ซึ่งพบปัญหา
ความเหลื่อมล้ำในการรักษาอันเนื่องมาจากความ
ไม่โปร่งใสของอัลกอริทึมการคัดกรองความเสี่ยง 
จ ึ งแนะนำให ้ม ีการออกแบบ AI  ท ี ่ สามารถ
ตรวจสอบย้อนกลับถึงที่มาของการตัดสินใจ หรือ 
"Algorithmic recourse" เพื ่อป้องกันความ
ลำเอียงและเพ่ิมความเป็นธรรมในการดูแลรักษา  

ด ้ ว ย เ ห ต ุ น ี ้  น ั ก ว ิ จ ั ย ท ี ่ ใช ้  A I  ใ น
กระบวนการวิจัย จึงต้องมีความรับผิดชอบและ
ความโปร่งใสในการเปิดเผยรายละเอียดของการใช้ 
AI ทั ้งในแง่ของเครื ่องมือ กระบวนการ ข้อมูล
นำเข้า และข้อจำกัดของผลลัพธ์ เพื่อรักษาไว้ซึ่ง
ความน่าเชื่อถือและมาตรฐานจริยธรรมของงาน
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วิชาการ (Singh et al., 2021) ในแง่หนึ่ง AI อาจ
ถูกมองเป็นเสมือน "ผู้ร่วมวิจัย" คนหนึ่ง ซึ่งนักวจิัย
จำเป็นต้องทำความเข้าใจถึงบทบาทและข้อจำกัด 
เพ่ือสามารถใช้ประโยชน์จากมันได้อย่างสร้างสรรค์
และมีความรับผิดชอบต่อสังคมไปพร้อมๆ กัน 
(Siau & Wang, 2020) 

แนวโน้มการใช้ Generative AI ในอนาคต 

ในอนาคตอันใกล้ เช่นในปี 2025 คาดว่า 
Generative AI จะเริ่มกลายเป็นเครื่องมือพื้นฐาน
ที่ใกล้ชิดนักวิจัยมากขึ้นเรื ่อย ๆ และช่วยให้การ
ผลิตผลงานวิชาการมีประสิทธิภาพ ความแม่นยำ 
และความรวดเร็วสูงขึ้นอย่างเห็นได้ชัด แต่นั่นไม่ได้
หมายความว่า AI จะเข้ามาแทนที่มนุษย์ หากแต่
จะกลายเป็นผู้ช่วยสำคัญที่เพิ่มขีดความสามารถ
ของนักวิจัย โดยรับช่วงงานบางส่วน ในขณะที่
น ักว ิจ ัยก ็ม ี เวลามากข ึ ้น ในการใช ้ความคิด
ส ร ้ า ง ส ร ร ค ์  ก า ร ว ิ เ ค ร า ะห ์ เช ิ ง ล ึ ก  แ ล ะ                   
การตีความหมายที่มีคุณค่า ซึ ่งเป็นแก่นแท้ของ
งานว ิจ ัยท ี ่ เทคโนโลย ีย ั ง ไม ่อาจทดแ ทนได้  
(Hengstler et al., 2016; Munigala et al., 
2021) การผสมผสานที่ลงตัวนี้ ระหว่างศักยภาพ
ของ AI กับปัญญาของมนุษย์ จะทำให้เกิดการ
พัฒนาทางว ิทยาศาสตร ์ท ี ่ก ้าวหน้าอย ่างเป็น
รูปธรรม 

อย่างไรก็ตาม หากมองไปในระยะยาว 
บางคนคาดการณ์ว่า AI อาจพัฒนาไปสู ่จ ุดที ่มี
ความสามารถในการทำวิจัยได้ด้วยตัวเองเกือบ
ทั้งหมด ตั ้งแต่การตั ้งคำถาม การออกแบบการ
ทดลอง การเก็บและวิเคราะห์ข้อมูล ไปจนถึงการ
เขียนบทความวิชาการได้อย่างอัตโนมัติ ซึ่งจะทำให้
เกิดคำถามใหม่เกี่ยวกับบทบาทของนักวิจัยมนุษย์
และคุณค ่าของการว ิจ ัยที่ จะเปล ี ่ยนแปลงไป     

(Bali et al., 2019) อย่างไรก็ดี ในทัศนะของ
ผ ู ้ เข ียน ไม ่ว ่านว ัตกรรมจะล้ำหน้าไปเพียงใด       
แก่นแท้ของการวิจัยก็ไม่ได้อยู่ที่ความเร็วหรือปริมาณ
เพียงอย่างเดียว หากแต่อยู่ที ่จุดประสงค์ในการ
สร้างองค์ความรู ้ที ่เป็นประโยชน์ต่อมนุษย์และ
สังคม ซึ่งจำเป็นต้องอาศัยมุมมอง ประสบการณ์ 
ความคิดสร้างสรรค์ และจริยธรรมที่มีคุณค่ายิ่งกว่า
สิ่งอื่นใด 

ดังนั ้น ในอนาคต แม้ Generative AI 
อาจจะทำให้รูปแบบการวิจัยเปลี่ยนแปลงไปจาก
เดิม แต่บทบาทของนักวิจัยก็ยังคงสำคัญไม่น้อยไป
กว่าเก่า เพียงแต่จะเปลี่ยนไปสู่การเป็นผู้นำทาง
ความคิดที ่ใช้ AI เป็นเครื ่องมือในการขยายขีด
ความสามารถ แต่ยังสามารถกำกับทิศทางการวจิัย
ให้เป็นไปเพื่อประโยชน์สูงสุดของมวลมนุษยชาติ 
ผ ่ า น ป ั ญ ญ า แ ล ะ ค ุ ณ ธ ร ร ม ท ี ่ ย ั ง ค ง เ ป็ น
คุณสมบัติเฉพาะของผู ้ที ่เป็น "นักวิจัยที่แท้จริง" 
(Smith & Neupane, 2018) ในอีกด้านหนึ่ง     
การเปลี ่ยนแปลงนี ้ก็จะทำให้เกิดความท้าทาย
ใหม่ๆ ในการปรับตัวและพัฒนาทักษะของนักวิจัย 
ทั้งในด้านการใช้เทคโนโลยี การคิดวิเคราะห์เชิง
ระบบ การส ื ่อสารที ่ม ีประส ิทธิภาพ และการ
แก้ปัญหาเชิงสร้างสรรค์ ควบคู่ไปกับการยึดมั่นใน
หลักจริยธรรมวิจัยเช่นเดิม (Franzen et al., 2017) 

จริยธรรมการวิจัย 

งานว ิ จ ั ยน ี ้ ได ้ ร ั บการพ ิจารณาจาก
คณะกรรมการจร ิยธรรมในมนุษย ์สำน ักงาน
สาธารณส ุขจ ังหว ัดเลยเอกสารร ับรองเลขที่  
ECLOEI 069/2567 เมื่อวันที่ 30 กันยายน 2567 
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บทสรุป อภิปรายผล และข้อเสนอแนะ 

จากการทบทวนวรรณกรรมเกี่ยวกับการ
ใช้ Generative AI เป็นผู ้ช ่วยในงานวิจัยด้าน
สาธารณสุข พบว่า AI มีศักยภาพสูงในการยกระดับ
ข ีดความสามารถของน ักว ิจ ัย โดยช ่วยเ พ่ิม
ประสิทธิภาพในทุกขั้นตอนของกระบวนการวิจัย 
ต ั ้ งแต ่การกำหนดคำถาม การรวบรวมและ
ส ังเคราะห ์วรรณกรรม การว ิ เคราะห ์ข ้อมูล          
ไปจนถึงการเขียนรายงานและเผยแพร่ผลงาน     
ซึ่งจะทำให้เกิดงานวิจัยที่มีคุณภาพสูงในระยะเวลา
ที่รวดเร็วยิ่งขึ้น อันจะเป็นประโยชน์อย่างยิ่งในการ
แก้ปัญหาเร่งด่วนทางสาธารณสุข เช่น การระบาด
ของโรคอุบัติใหม่ หรือการพัฒนานวัตกรรมการ
รักษาที่มีประสิทธิผลมากขึ้น 

อย่างไรก็ตาม การนำ Generative AI มา
ใช้ในบริบทงานวิชาการ ยังมีข ้อท้าทายหลาย
ประการท ี ่ต ้องพ ิจารณา ไม ่ว ่ าจะเป ็นความ
น่าเชื่อถือของผลลัพธ์ที่เกิดจาก AI ซึ่งอาจมีความ
เสี่ยงต่อความถูกต้องและคุณภาพหากข้อมูลนำเข้า
ไม่ครอบคลุมหรือมีอคติ ความเสี่ยงด้านการละเมิด
จริยธรรมวิชาการ เช่น การคัดลอกผลงานหรือการ
ไม่เคารพทรัพย์สินทางปัญญา ตลอดจนข้อจำกัด
ของ AI ในการอธิบายถึงที่มาของผลลัพธ์ ซึ่งอาจ
ส ่งผลต ่อความโปร ่งใสและตรวจสอบได ้ของ
งานวิจัย ดังนั ้น นักวิจัยจึงจำเป็นต้องมีความ
รับผิดชอบในการใช้ AI อย่างระมัดระวัง ด้วยการ
เลือกใช้ข้อมูลที่มีคุณภาพ ปฏิบัติตามมาตรฐาน
จร ิยธรรมอย่างเคร ่งคร ัด รวมถึงตระหนักถึง
ข้อจำกัดของ AI และสื่อสารอย่างโปร่งใสถึงการใช้
งานในผลงานวิจัย 

เมื่อมองไปในอนาคต เป็นที่คาดการณ์ว่า 
Generative AI จะมีความสามารถสูงขึ้นเรื่อย ๆ 

ในการทำว ิจ ัยแบบอัตโนม ัต ิ  และอาจเข ้ามา
เทียบเคียงหรือแม้กระทั่งทดแทนนักวิจัยมนุษย์ใน
บางบทบาท ซึ่งจะทำให้เกิดคำถามใหม่ๆ เกี่ยวกับ
คุณค่าและจุดยืนของมนุษย์ในกระบวนการวิจัย 
อย่างไรก็ดี ในทัศนะของผู้เขียน ไม่ว่าเทคโนโลยีจะ
ก้าวหน้าไปเพียงใด สิ่งที่ทำให้งานวิจัยมีคุณค่าที่
แท้จริง ก็คือเป้าหมายในการสร้างประโยชน์ต่อ
มนุษย์และสังคม ซึ่งจำเป็นต้องอาศัยสติปัญญา 
ประสบการณ์ ความคิดสร้างสรรค์ และคุณธรรม
จริยธรรม อันเป็นคุณสมบัติของนักวิจัยมนุษย์ที่ AI 
ยังไม่อาจทดแทนได้ ดังนั้น บทบาทของนักวิจัยใน
อนาคต จึงอาจเปลี่ยนจากการเป็นผู้ปฏิบัติ ไปสู่
การเป็นผู้นำทางความคิดที่ใช้ AI เป็นเครื่องมือ  
แต่ยังคงกุมบังเหียนในการกำหนดทิศทางและ
เป้าหมายของการวิจัย ให้เป็นไปเพื ่อประโยชน์
สูงสุดของมวลมนุษยชาติ 

ในแง่ข้อเสนอแนะเชิงนโยบาย ผู้เขียนเห็น
ว่า ควรมีการสนับสนุนให้นักวิจัยทั่วไปสามารถ
เข้าถึงและใช้ประโยชน์จาก Generative AI ได้
อย่างทั ่วถึง ผ่านการสร้างความตระหนักรู ้และ
พัฒนาทักษะที ่จำเป็น ควบคู ่ไปกับการพัฒนา
แนวทางปฏิบัติที ่ดีในการใช้ AI อย่างมีจริยธรรม
และการกำกับดูแลที่เหมาะสม นอกจากนี้ ยังควร
ส่งเสริมให้เกิดความร่วมมือระหว่างผู้มีส่วนได้ส่วน
เสียที ่หลากหลาย ทั ้งนักว ิจ ัย นักพัฒนา และ        
ผู้กำหนดนโยบาย ในการพัฒนาและปรับใช้ AI ให้
สอดคล้องกับบริบททางสังคมและว ัฒนธรรม 
พร ้อมท ั ้ งสน ับสน ุนการว ิจ ัยเช ิงนโยบายเพ่ือ
คาดการณ์และติดตามผลกระทบของ AI ในระยะยาว 
เพื่อให้เกิดการพัฒนางานวิจัยที่ก้าวทันเทคโนโลยี 
แต่ยังคงยึดมั ่นในหลักจริยธรรมและเป้าหมาย
สูงสุดในการสร้างความเป็นธรรมทางสุขภาพและ
สังคมท่ียั่งยืนต่อไป 
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ผู้เขียนมีข้อเสนอแนะเชิงนโยบายสำหรับ
การส่งเสริมการใช้ Generative AI ในการวิจัยด้าน
สาธารณสุขในประเทศไทย ดังนี้ 

1. สนับสนุนให ้น ักว ิจ ัยเข ้าถ ึงและใช้
ประโยชน์จาก Generative AI ตั้งแต่การสร้าง
ความตระหนักรู ้ การฝึกอบรมทักษะ และการ
สน ับสน ุนโครงสร ้างพ ื ้นฐานทางเทคโนโลยี  
โดยเฉพาะในสถาบันการศึกษาและหน่วยงานวิจัย 

2. จัดทำแนวทางปฏิบัติที่ดีสำหรับการใช้ 
Generative AI ในงานวิจัย ที่ครอบคลุมประเด็น
ด ้านจร ิยธรรม กฎหมาย และการกำกับด ูแล     
เพ่ือส่งเสริมการใช้งานอย่างมีความรับผิดชอบ 

3. ส่งเสริมความร่วมมือระหว่างนักวิจัย 
นักพัฒนา และผู ้กำหนดนโยบาย ในการพัฒนา
และปรับใช้ Generative AI ให้เหมาะสมกับบริบท
ทางสังคมและวัฒนธรรมของไทย เพื ่อป้องกัน
ผลกระทบเชิงลบที่อาจเกิดขึ้น 

4. สนับสนุนการวิจัยเชิงนโยบายเกี่ยวกับ
ผลกระทบของ AI ต่อระบบสุขภาพและระบบวิจัย
ในระยะยาว เพ่ือกำหนดทิศทางการพัฒนาที่สมดุล
และยั่งยืน โดยเน้นการมีส่วนร่วมของผู้มีส่วนได้
ส่วนเสียที่หลากหลาย 

5. ผลักดันให้เกิดการลงทุนและความ
ร่วมมือระหว่างภาครัฐ ภาคเอกชน และภาควิชา
การในการพัฒนานว ัตกรรม Generative AI        
ที่ตอบโจทย์ปัญหาสาธารณสุขของไทย เช่น การ
พัฒนาแบบจำลองการระบาดหรือการสร้างองค์
ความรู้เพื่อการป้องกันโรค  

ในภาพรวม  Gene r a t i ve  A I  เ ป็ น
เทคโนโลยีที่มีพลังในการปฏิวัติงานวิจัย แต่จะต้อง
นำมาใช้ควบคู่กับการพัฒนาศักยภาพของนักวิจัย
และการกำกับดูแลอย่างรอบด้าน ทั ้งมิต ิด ้าน
จริยธรรม กฎหมาย และนโยบาย ซึ่งจะเป็นกุญแจ

สำค ัญในการผล ักด ัน ให ้ เก ิ ดการว ิ จ ั ยด ้ าน
สาธารณสุขที่ตอบสนองต่อความท้าทายในโลกยุค
ใหม่ได้อย่างทันท่วงทีและมีประสิทธิผลสูงสุด นั่น
คือ งานวิจัยที ่นำไปสู ่การยกระดับสุขภาวะของ
ประชาชนอย่างเป็นรูปธรรมและเท่าเทียม ซึ่งถือ
เป็นหัวใจสำคัญของการสร้างความเป็นธรรมทาง
สังคมและการพัฒนาที่ยั่งยืนต่อไป 

เอกสารอ้างอิง 

1. Agrawal, A., Gans, J. S., & Goldfarb, A. 
(2019). Exploring the impact of artificial 
intelligence: Prediction versus judgment. 
Information Economics and Policy, 47, 
1-6.  

2. Bali, J., Garg, R., & Bali, R. T. (2019). 
Artificial intelligence (AI) in healthcare 
and biomedical research: Why a strong 
computational/AI bioethics framework 
i s  r e q u i r e d ?  I n d i a n  J o u r n a l  o f 
Ophthalmology, 67(1), 3-6.  

3. Bauchner, H., Fontanarosa, P. B., & 
Golub, R. M. (2020). Editorial evaluation 
and peer review during a pandemic: 
How journals maintain standards. JAMA, 
324(5), 453-454.  

4. Bornmann, L., & Marewski, J. N. (2019). 
Heur is t ics as  conceptual lens for 
understanding and studying the usage 
of bibliometrics in research evaluation. 
Scientometrics, 120(2), 419-459.  

5. Bozkurt, A., Karadeniz, A., & Baneres, D. 
(2021) .  Art ific ia l  intel l igence and 
education: Opportunities, challenges, 



 

 

วารสารสำนักงานสาธารณสุขจังหวัดเลย 
ปีที่ 2 ฉบับที ่2 พฤษภาคม - ธันวาคม 2567 

9 

and future directions. Sustainability, 
13(12), 6607.  

6. Brown, T.  B. ,  Mann, B. ,  Ryder,  N. , 
Subbiah, M., Kaplan, J., Dhariwal, P., ... & 
Amodei, D. (2020). Language models are 
few-shot learners .  arX iv prepr int 
arXiv:2005.14165. 

7. Bullock, J., Luccioni, A., Pham, K. H., 
Lam, C. S. N., & Luengo-Oroz, M. (2020). 
Mapping the landscape of artificial 
intelligence applications against COVID-
19. Journal of Artificial Intelligence 
Research, 69, 807-845.  

8. Choudhury, A., & Asan, O. (2020). Role 
of artificial intelligence in patient safety 
outcomes: Systematic literature review. 
JMIR Medical Informatics, 8(7), e18599.  

9. Davenport, T., & Kalakota, R. (2019). The 
potential for artificial intelligence in 
healthcare. Future Healthcare Journal, 
6(2), 94-98.  

10.de Oliveira, R. A., Araújo, F. H., Cardoso, 
M. V., Soares, S., & Araújo, J. G. (2021). 
Artificial intelligence applications in 
public healthcare: A systematic review. 
Research on Biomedical Engineering, 
37, 389-403.  

11.Heaven, W. D. (2020). OpenAI's new 
language generator GPT-3 is shockingly 
good—and completely mindless . MIT 
T e c h n o l o g y  R e v i e w . 
https://www.technologyreview.com/202

0/07/20/1005454/openai-machine-
learning-language-generator-gpt-3-nlp/ 

12.Hengstler, M., Enkel, E., & Duelli, S. 
(2016). Applied artificial intelligence and 
trust—The case of autonomous vehicles 
and medica l  ass i s tance dev ices . 
Technological Forecasting and Social 
Change, 105, 105-120.  

13.Kaul, V., Enslin, S., & Gross, S. A. (2020). 
History of art ificial intel l igence in 
medicine. Gastrointestinal Endoscopy, 
92(4), 807-812.  

14.Khademi, M. (2020). Towards trustable 
machine learning. Science, 369(6507), 
1065-1066. 

15.Kumar, A. ,  & Srinivasan, K. (2020). 
Applications of artificial intelligence in 
academic writing: A literature review. 
Computational Intelligence, 36(4), 1156-
1179.  

16.Munigala, V., Mishra, S., & Cheeti, A. 
(2021). Explainable artificial intelligence 
application for health: Recent trends, 
challenges and potential solutions. 
Artificial Intelligence Review, 54(8) , 
6319-6346.  

17.Nilsson, N. J. (2009). The quest for 
artificial intelligence: A history of ideas 
a n d  a c h i e v e m e n t s .  C a m b r i d g e 
University Press. 

18.Pierson, E., Cutler, D. M., Leskovec, J., 
Mullainathan, S. ,  & Obermeyer, Z. 
(2021). An algorithmic approach to 



 

 
10 

วารสารสำนักงานสาธารณสุขจังหวัดเลย 
ปีที่ 2 ฉบับที ่2 พฤษภาคม - ธันวาคม 2567 

reducing unexplained pain disparities in 
underserved populat ions .  Nature 
Medicine, 27(1), 136-140.  

19.Saleh, A., Rasheed, H. A., & Habeeb, A. 
A. (2020). The impact of different factors 
on plagiarism detection using artificial 
intelligence. Journal of Information 
Technology Management , 12(Special 
issue), 121-137.  

20.Siau, K. L., & Wang, W. (2020). Artificial 
intelligence (AI) ethics: Ethics of AI and 
e th i ca l  A I .  Jou rna l  o f  Database 
Management, 31(2), 74-87.  

21.Singh, J., Cobbe, J., & Norval, C. (2021). 
Decision provenance: Harnessing data 
flow for accountable systems. IEEE 
Access, 9, 31174-31200.  

22.Smith, M. J., & Neupane, S. (2018). 
Art ific ial intel l igence and human 
development:  Toward a research 
agenda. IDRC, Ottawa, ON, CA. 

23.Topol, E. J. (2019). High-performance 
medicine: The convergence of human 
and art ificial  intel l igence. Nature 
Medicine, 25(1), 44-56.  

24.Vaishya, R., Javaid, M., Khan, I. H., & 
Haleem, A. (2020). Artificial intelligence 
(AI) applications for COVID-19 pandemic. 
Diabetes & Metabolic Syndrome: Clinical 
Research & Reviews, 14(4), 337-339.  

25.Vayena, E., Blasimme, A., & Cohen, I. G. 
(2018). Machine learning in medicine: 

Addressing ethical challenges. PLoS 
Medicine, 15(11), e1002689.  


	0a70ecbd4fe56a156aebb9ac878b92bb49d0193dfd873391c55dd92afd03d47e.pdf

