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แพทย์ผู้เชี่ยวชาญทางคลินิกในปัจจุบันจำเป็นต้องใช้ข้อมูลเป็นจำนวนมากเพื่อประกอบการวินิจฉัย ตั้งแต่อาการ
หรือความผิดปกติของผู้ป่วย ข้อมูลชีวเคมีประเภทต่าง ๆ จากห้องปฏิบัติการ รวมไปถึงภาพถ่ายทางรังสีวิทยา ข้อมูลแต่ละ
ชนิดจำเป็นต้องมีการประเมินและกำหนดแนวทางเฉพาะทางพยาธิวิทยา การใช้ประโยชน์จากปัญญาประดิษฐ์เพื่อ
สนับสนุนกระบวนการปฏิบัติงานและเพื่อหลีกเลี่ยงการวินิจฉัยที่ผิดพลาด โดยอัลกอริทึมการเรียนรู้แบบปรับตัวสามารถ
จัดการข้อมูลทางการแพทย์ประเภทต่าง ๆ และสามารถบูรณาการให้เข้ากับผลลัทธ์ที่จัดหมวดหมู่ไว้แล้วได้เป็นอ ย่างดี 
บทความนี้ทำการสำรวจเทคนิคความเชี่ยวชาญด้านปัญญาประดิษฐ์ทุกสาขาทางการแพทย์ พบว่าโครงข่ายระบบประสาท
เทียมเป็นที่นิยมใช้มาก รวมถึงการอภิปรายการทำงานโดยสรุปของปัญญาประดิษฐ์ที่เกี่ยวข้องกับโครงข่ายประสาทเทียม 
และการทบทวนเทคนิคปัญญาประดิษฐ์อื่น ๆ เช่น ระบบ fuzzy expert การคำนวณเชิงวิวัฒนาการ และ ระบบอัจฉริยะ
แบบไฮบริด ล้วนถูกนำมาใช้กับสถานการณ์ทางคลินิกที่แตกต่างกัน 
คำสำคัญ: ปัญญาประดิษฐ์, โครงข่ายประสาทเทียม, การคำนวณเชิงวิวัฒนาการ 
 
Abstract 
Today's clinical specialists need to use a large amount of data to support their diagnosis, ranging from 
patient symptoms or abnormalities, various types of biochemical data from laboratories, and radiological 
images. Each type of data requires specific assessment and pathological guidelines. The use of artificial 
intelligence to support the workflow and avoid misdiagnosis, where adaptive learning algorithms can 
handle different types of medical data and integrate them well with pre-categorized results, is needed. 
This article surveys AI expertise techniques across all medical fields, with artificial neural networks being 
the most popular. A brief discussion of AI related to artificial neural networks is also provided, and a 
review of other AI techniques, such as fuzzy expert systems, evolutionary computing, and hybrid 
intelligent systems, are all applied to different clinical scenarios. 
Keywords: Artificial Intelligence, Neural Networks, Evolutionally Computation 
 
1. บทนำ 

ปัญญาประดิษฐ์ (AI) เป็นหนึ่งในสาขาของวิทยาศาสตร์และวิศวกรรมที่เกี่ยวกับความเข้าใจเชิงคำนวณของสิ่งที่
เรียกว่าพฤติกรรมอัจฉริยะ รวมถึงการสร้างสิ่งประดิษฐ์ที่สามารถแสดงพฤติกรรมได้ [1] งานของ AI ส่วนใหญ่ในยุคปจัจุบัน
ได้รับแนวคิดจากอริสโตเติลที่พยายามสร้างการคิดที่ถูกต้องหรือเรียกว่า “ตรรกะ” ผ่านการให้เหตุผลเชิงนิรนัย นอกจากนี้
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การศึกษาในยุคหลังเกี่ยวกับการทำงานด้านจิตใจนั้นช่วยสร้างการคิดเชิงตรรกะร่วมสมัย ระบบปัญญาประดิษฐ์จัดเป็น
โปรแกรมที่ฝังอยู ่ในคอมพิวเตอร์ที ่ทำงานในลักษณะดูเหมือนฉลาดคล้ายมนุษย์ ความแตกต่างระหว่างเทคโนโลยี
ปัญญาประดิษฐ์กับเทคโนโลยีในด้านสุขภาพแบบดั้งเดิมคือความสามารถในการรวบรวมข้อมูล ประมวลผล และให้ผลลัพธ์
ที ่ชัดเจนแก่ผู ้ใช้ปลายทาง AI จะกระทำสิ่งต่าง ๆ ดังที ่กล่าวมาผ่านอัลกอริทึมการเรียนรู ้ของเครื ่องจักร (machine 
learning) และการเรียนรู ้เชิงลึก (deep learning) โดยอัลกอริทึมดังกล่าวสามารถจดจำรูปแบบของพฤติกรรมและ
สามารถสร้างตรรกะเป็นของตัวเองได้ เพื่อให้ได้ข้อมูลเชิงลึกที่เป็นประโยชน์และสามารถทำนายผลได้ แบบจำลองการ
เรียนรู้ของเครื่องจักรต้องอาศัยการเรียนรู้จากการนำเข้าข้อมูลจำนวนมาก อัลกอริทึมปัญญาประดิษฐ์มีลักษณะต่างจาก
มนุษย์อยู่ 2 ลักษณะคือ        1) อัลกอริทึมเป็นตัวอักษร กล่าวคือ เมื่อกำหนดเป้าหมาย อัลกอริทึมจะเรียนรู้จากข้อมูลที่
นำเข้าไปเท่านั้นและสามารถเข้าใจได้เฉพาะส่วนที่ถูกกำหนดให้ปฏิบัติ 2) อัลกอริทึมบางชนิดมีลักษณะเป็นกล่องดำ 
กล่าวคืออัลกอริทึมดังกล่าวสามารถพยากรณ์ได้อย่างแม่นยำ แต่ไม่มีคำอธิบายถึงตรรกะเบื้องหลังการตัดสินใจ เปิดเผย
เฉพาะข้อมูลที่นำเข้าข้อมูลสุดท้ายที่ส่งออกมาและประเภทของอัลกอริทึมที่ใช้ [2] 
 เป้าหมายหลักของแอปพลิเคชัน AI ที่เกี่ยวข้องกับสุขภาพคือการวิเคราะห์ความสัมพันธ์ระหว่างการป้องกันโรค
และเทคนิคการรักษากับผลลัพธ์การรักษาที่เกิดขึ้นผู้ป่วย [3] การนำโปรแกรม AI มาใช้ในทางปฏิบัติ เช่น กระบวนการ
วินิจฉัย การพัฒนาโปรโตคอลการรักษา การพัฒนายา การให้ยาเฉพาะบุคคล รวมถึงการเฝ้าติดตามและเฝ้าดูแลผู้ป่วย 
นอกจากนี้อัลกอริทึม AI ยังคงสามารถวิเคราะห์ข้อมูลจำนวนมากจากบันทึกสุขภาพอิเล็กทรอนิกส์เพื่อใช้สำหรับการ
ป้องกันและวินิจฉัยโรค ในปัจจุบันความท้ายทายของการแพทย์เกี่ยวข้องการการได้มาซึ่งข้อมูลที่เกี่ยวข้อง การวิเคราะห์ 
และการใช้ความรู้เป็นจำนวนมากที่จำเป็นในการแก้ปัญหาทางคลินิกที่ซับซ้อน การพัฒนาปัญญาประดิษฐ์ทางการแพทย์
นั้นเกี่ยวข้องกับการพัฒนาโปรแกรมปัญญาประดิษฐ์เพื่อช่วยเหลือแพทย์ในการวินิจฉัย การตัดสินใจเลือกวิธีการรักษาและ
การพยากรณ์ผลการรักษา โปรแกรมต่าง ๆ เหล่านี้ได้รับการออกแบบให้สนับสนุนการทำงานประจำวันของบุคคลากรทาง
การแพทย์ และช่วยเหลืองานที่ต้องอาศัยการจัดการข้อมูลและความรู้ต่าง ๆ เช่น ระบบโครงข่ายประสาทเทียม (Artificial 
Neural Network: ANN) ระบบ fuzzy อัจฉริยะ การคำนวณเชิงวิววัฒนาการ และระบบอัจฉริยะแบบไฮบริด 
 
2. เครือข่ายระบบประสาทเทียม (Artificial Neural Networks: ANN) 

ANN เป็นเทคนิคปัญญาประดิษฐ์ที่ได้รับความนิยมมากที่สุดในวงการแพทย์ [4] โดยเป็นเครื่องมือวิเคราะห์เชิง
คำนวณที ่ได้รับแรงบันดาลใจจากระบบประสาทในทางสรีระวิทยา ประกอบด้วยเครือข่ายหน่วยประมวลผลของ
คอมพิวเตอร์ประสิทธิภาพสูงเชื่อมต่อกันคล้ายระบบประสาท ซึ่งมีความสามารถในการคำนวณ ประมวลผล และการ
ทบทวนองค์ความรู้แบบคู่ขนานได้อย่างมีประสิทธิภาพ ความน่าสนใจของการใช้ AI ในทางการแพทย์ที่เห็นได้ชัดจาก
คุณสมบัติความสามารถเรียนรู้ตัวอย่างทางร่องรอยเดิม การวิเคราะห์ข้อมูลที่ไม่เป็นเชิงเส้น การจัดการข้อมูลที่ไม่แม่นยำ 
และการประยุกต์ใช้งานแบบจำลองของข้อมูลที่เป็นอิสระกัน เป็นต้น 

 
2.1 คณิตศาสตร์ที่เกี่ยวข้อง 

 เครือข่ายประสาทเทียมเป็นการรวมตัวกันของชุดเซลล์ประสาท หรือ node ที่จัดเรียงกันเป็นชั้น โดยแต่ละเซลล์
ประสาทในชั้นมีการเชื่อมต่อกับเซลล์อื่น ๆ ในชั้นถัดไปผ่านการเชื่อมต่อที่มีค่าน้ำหนัก (wij) แสดงถึงเส้นตรงเชื่อมเซลล์
ประสาทชั้น i ต่อกับเซลล์ประสาทชั้นถัดไปในชั้น j โครงสร้างของเครือข่ายประสาทเทียมมีจุดเริ่มต้นชั้นการป้อนข้อมูล 
และถัดมาเป็นชั้นกลางมีอย่างน้อยหนึ่งชั้น และชั้นแสดงผล แสดงดังรูปที่ 1 โดยจำนวนเซลล์ประสาทในชั้นและจำนวนชั้น
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เซลล์ประสาทนั้นขึ้นกับความซับซ้อนของระบบที่ต้องการจะศึกษา ดังนั้นการออกแบบโครงข่ายระบบประสาทเทียมเพื่อให้
ทำงานได้มีประสิทธิภาพสูงสุดจึงมีความสำคัญ 
 เมื่อเซลล์ประสาทชั้นการป้อนข้อมูลรับข้อมูลและส่งผ่านไปยังเซลล์ประสาทชั้นกลางผ่านการเชื่อมต่อท่ีมีค่าน้ำหนัก 
ในขั้นตอนนี้ข้อมูลจะได้รับการประมวลผลทางคณิตศาสตร์และผลลัพธ์จะถูกถ่ายโอนไปยังเซลล์ประสาทในชั้นถัดไป โดย
เซลล์ประสาทในชั้นสุดท้ายจะแสดงผลลัพธ์ของเครือข่าย พิจารณาการประมวลข้อมูล (xi) มีขั้นตอนดังนี้ (1) คำนวณ

ผลรวมระดับของข้อมูลและค่าไบอัส ( j) แสดงดังสมการ (1) [5] 
 

𝑛𝑒𝑡𝑗 = ∑ 𝑥𝑖 × 𝑤𝑖𝑗 + 𝜃𝑗
𝑚
𝑖 = 1           ( 𝑗 = 1, 2, … , 𝑛 ) 

 (1) 
 

(2) แปลงผลรวมระดับข้อมูลโดยใช้ฟังชันส่งผ่านทางคณิตศาสตร์ที่เหมาะสม และ (3) ส่งผ่านผลข้อมูลที่ประมวลผลแล้วไป
ยังเซลล์ประสาทชั้นถัดไป ปัจจุบันนี้มีฟังก์ชันส่งผ่านหลายชนิด [6] ตัวอย่างของฟังก็ชันส่งผ่านที่เป็นที่นิยมใช้เรียกว่า 
sigmoid แสดงดังสมการ (2) 
 

 𝑓(𝑥)  =  
1

1+𝑒−𝑥
 (2) 

 
 
 
 
 
 
 
 
 
 
 
 
 

รูปที่ 1 รายละเอียดโครงสร้าง ANN ที่ใช้เพื่อการวินิจฉัยประกอบด้วยข้อมูลขาเข้าและขาออก 
2.2 เครือข่ายการเรียนรู ้

 ขั้นตอนการเรียนรู้ผ่านกระบวนการทางคณิตศาสตร์สามารถละทิ้งได้โดยผู้ใช้งานในขั้นตอนตอนสุดท้ายทำให้
อัลกอริทึมมีการทำงานคล้ายกล่องดำที่ได้รับข้อมูลขาเข้า m ตัวและมีเวกเตอร์ขาออก n ตัว โดยทั่วไปหลักการทำงานของ
เครือข่ายจะเรียนรู้จากชุดข้อมูลตัวอย่างจากฐานข้อมูลการเรียนรู้ แสดงดังรูป 2 โดยชุดข้อมูลตัวอย่างจะอยู่ในรูปแบบ
เวกเตอร์ขาเข้า (Xim = xi1, xi2, …, xin) และเวกเตอร์ขาออก (Yin = yi1, yi2, …, yim) ซึ่งวัตถุประสงค์ของการเรียนรู้นี้คือการ
ประเมินค่าฟังก์ชัน f ที่มีค่าอยู่ระหว่างค่า Xim และ Yin โดยใช้สมการ (3) 
 Yi,n   =   f (Xi,n) (3) 

 

1
i 

j 

wij 

ชั้นข้อมูลขาเข้า ชั้นข้อมูลขาออก ชั้นกลาง 

อาการ 
เจ็บหน้าอก ใจสั่น ไอ ฯ 

วิเคราะห์ชีวเคมี 

ปัจจัยอื่นๆ 
อายุ เพศ การสูบหรี่ ฯ 

ยูเรีย น้ำตาล เลือด ฯ 

การวินิจฉัย 

เป็นบวก 
เป็นลบ 
ไม่แน่ชัด 
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 สิ่งเหล่านี้เกิดขึ้นจากการปรับค่าน้ำหนักการเชื่อมต่อ (wij) ซ้ำ ๆ ตามเงื่อนไขคณิตศาสตร์ที่เหมาะสม ที่เรียกว่า 
อัลกอริทึมการเรียนรู้ การเปลี่ยนค่าน้ำหนักใช้วิธีลาดชันสุดเพื่อลดค่าฟังก์ชันที่เหมาะสมมีค่าลดลงโดยใช้ค่าต่ำสุดเป็น
เกณฑ์เพื่อหยุดการเรียนรู้ หนึ่งฟังก์ชันที่นิยมใช้บ่อยคือฟังก์ชันผลรวมของเศษเหลือ แสดงดังสมการ (4)  

 𝐸 =  
1

2
∑ ∑ (𝑦𝑖𝑗 − 𝑦𝑖𝑗

∗ )2𝑛
𝑗=1

𝑚
𝑖=1

 (4) 

เมื่อ 𝑦𝑖𝑗  และ 𝑦𝑖𝑗
∗  คือข้อมูลขาออกและข้อมูลขาออกจากเครือข่ายของเวกเตอร์จากชั้น j ที่สอดคล้องกับเวกเตอร์ขาเข้า

ในชั้น i การเปลี่ยนแปลงน้ำหนักของข้อมูลปัจจุบันของชั้นที่ระบุแสดงดังสมการ (5) 

  𝑤𝑖𝑗  =  −𝜂 
𝑑𝐸

𝑑𝑤𝑖𝑗

 (5) 

เมื่อ  คือค่าคงตัวจำนวนบวกเรียกว่าอัตราการเรียนรู้ มีการเพิ่มพจน์เข้าในสมการเพื่อหลีกเลี่ยงค่าต่ำสุดและปรับปรุงให้
เรียนรู้ได้เร็วขึ้น สมการ (5) จะกลายเป็น 

   𝑤𝑖𝑗
𝑘  =  −𝜂 

𝑑𝐸

𝑑𝑤𝑖𝑗
+ 𝜇 𝑤𝑖𝑗

𝑘−1

 (6) 

เมื่อ 𝜇 คือเทอมโมเมนตัม และ 𝑤𝑖𝑗
𝑘−1 คือการเปลี่ยนแปลงของน้ำหนัก 𝑤𝑖𝑗  ในรอบการเรียนรู้ที่ k-1 โดยอัตราการ

เรียนรู้จะควบคุมอัตราการเปลี่ยนแปลงของน้ำหนักตาค่าน้ำหนักที่เปลี่ยนไป และโมเมนตัมทำหน้าที่เป็นตัวปรับสภาพ
เสถียรโดยพิจารณาถึงการเปลี่ยนแปลงของน้ำหนักก่อนหน้า 
 
 
 
 
 
 
 

รูปที่ 2  ตัวอย่างโครงสร้างฐานข้อมูลการเรียนรู้ แต่ละแถวแสดงข้อมูลคนไข้แตกต่างกัน ข้อมูล k, i แสดงถึงข้อมูล
การแพทย์ลำดับที่ i ของคนไข้ลำดับที่ k 

 
2.3 โครงสร้างการเรียนรู้ของฐานข้อมูล 

 เครือข่ายจำเป็นต้องเรียนรู้จากฐานข้อมูลที่เหมาะสม โดยปกติแล้วอยู่ในรูปแบบของข้อมูลตารางหรือเมตริกที่
เกี่ยวข้องกับผู้ป่วยได้ที่ได้รับการวินิจฉัยเกี่ยวกับโรคบางอย่างที่เป็นที่รู้จักอยู่แล้ว ซึ่งจะแสดงค่าการวินิจฉัยเป็นบวกหรือ
เป็นลบ แต่ละแถวของเมทริกซ์แสดงถึงผู้ป่วย 1 ราย สมาชิกแถวแรกของข้อมูลคือข้อมูลทางการแพทย์ และสมาชิก n ตัว
สุดท้ายแสดงผลลัพธ์การวินิจฉัย ในหน่วยของคำว่า “ข้อมูลทางการแพทย์” แสดงถึง สภาวะชีวเคมี นิวเคลียร์แม่เหล็กเร
โซแนนซ์ (NMR) ข้อมูลห้องปฏิบัติการ อาการและข้อมูลอื่นๆจากแพทย์ผู้เชี่ยวชาญ ตัวอย่างของเมเทริกซ์การเรียนรู้ที่มีตัว
แปรขาออกหนึ่งตัว (n=1) อาจะมีค่าที่เป็นไปได้ 2 ค่า คือ ค่าบวกและค่าลบ แสดงดังรูปที่ 1 
 

ข้อมูล1,1       ขอ้มูล1,i       ข้อมูล1,m          ค่าบวก 
ข้อมูล2,1       ขอ้มูล2,i       ข้อมูล2,m          ค่าบวก 

ข้อมูลk,1      ขอ้มูลk,i       ข้อมูลk,m          ค่าลบ 
                                                   

ข้อมูลn,1      ขอ้มูลn,i       ข้อมูลn,i           ค่าลบ 
                                                   

1 
2 
… 
k 

… 
n 

รหัสผู้ป่วย ข้อมูลทางการแพทย์ การวินิจฉัย 
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2.4 ขั้นตอนพื้นฐานในการวินิจฉัยทางการแพทย์ด้วย ANN 
 ขั้นตอนการทำงานของการวิเคราะห์ ANN ที่เกิดขึ้นจากสถานการณ์คลินิกแสดงดังรูปที่ 3 ซึ่งแสดงให้เห็น

ภาพรวมของขั้นตอนพื้นฐานในการใช้งาน ANN เพื่อการวินิจฉัยทางการแพทย์ เมื่อเครือข่ายได้รับข้อมูลเพื่อคาดการณ์และ
วินิจฉัยโรคบางชนิดโดยระบุโรคเป้าหมายแล้ว ขั้นตอนต่อไปคือการเลือกตัวชี้วัดอย่างถูกต้อง เช่น อาการ การทดสอบทาง
ห้องปฏิบัติการ และเครื่องมือวัดต่าง ๆ ที่จะให้ข้อมูลที่จำเป็นในการแยกแยะภาวะสุขภาพที่แตกต่างกันของผู้ป่วยซึ่ง
สามารถทำได้หลายวิธี การใช้เครื่องมือหรือเทคนิคทางเคมีช่วยลดปัจจัยที่ให้ข้อมูลซ้ำซ้อนหรือปัจจัยปัจจัยที่ส่งผลต่อ
สัญญาณรบกวน ดังนั้นในขั้นตอนนี้จึงจำเป็นต้องเลือกเครื่องมือหรือเทคนิคที่เหมาะสม แล้วจึงสร้างฐานข้อมูล ตรวจสอบ
ความถูกต้อง และกำจัดค่าที่ผิดปกติหรือค่าที่ไม่เกี่ยวข้อง ภายหลังการเรียนรู้และตรวจสอบความถูกต้องแล้ว สามารถใช้
เครือข่ายทำนายและวินิจฉัยโรคได้ในทางปฏิบัติ ขั้นตอนสุดท้ายการทำนายและวินิจฉัยจะได้รับการประเมินโดยผู้เชี่ยวชาญ
ทางคลินิก 
 
 
 
 
 
 
 
 
รูปที่ 3  แผนภาพขั้นตอนพื้นฐานในการวินิจฉัยทางการแพทย์โดยใช้ ANN โดยการสร้างฐานข้อมูลการเรียนรู้ (ซ้าย/น้ำ

เงิน) และการนำไปใช้ในการวินิจฉัยโรค (ขวา/แดง) 
ในปัจจุบันมีแอปพลิเคชันของ ANN ให้เลือกใช้มากมายหลากหลาย ล้วนมีความสามารถในการจำแนกและจดจำ

รูปแบบได้อย่างแม่นยำและดึงดูดนักวิจัยให้นำรูปแบบเหล่านี้มาใช้ในการแก้ปัญหาทางคลินิกหลายประเภท ในขณะที่การ
วินิจฉัย การรักษา และทำนายผลการรักษาในสถานการณ์ทางคลินิกรูปแบบต่าง ๆ ขึ้นกับความสัมพันธ์ที่ ซับซ้อนระหว่าง
ตัวแปรจำนวนมากทางคลินิก ชีววิทยา และ พยาธิวิทยา จึงจำเป็นต้องมีเครื่องมือที่มีประสิทธิภาพในการวิเคราะห์ 
ภายหลังต่อมาระบบเครือข่าย ANN ได้รับการยอมรับและนำมาใช้อย่างแพร่หลายในเกือบทุกสาขาที่เกี่ยวข้องกับทางการ
แพทย ์

2.5 ภาพรวมการใช้ระบบประสาทเทียมทางการแพทย์  
2.5.1) ด้านการวินิจฉัย (Diagnosis) 

ได้มีการนำ ANN มาใช้ในการวินิจฉัยทางคลินิกโดยใช้การวิเคราะห์ภาพถ่ายด้านรังสีวิทยาและพยาธิวิทยาเชิง
แสง การแปรผลจากข้อมูลรวมถึงการวิเคราะห์รูปปแบบคลื่นที่วัดค่าได้ Stamey และคณะได้พัฒนาอัลกอริทึมการจำแนก
ประเภทของโครงข่ายประสาทเทียมที่เรียกว่า ProstAsure ซึ่งสามารถจำแนกต่อมลูกหมากที่เป็นมะเร็งได้ แบบจำลอง
ดังกล่าวได้รับการตรวจสอบพบว่ามีความแม่นยำในการวินิจฉัย 90% ความไว 81% และความจำเพาะเจาะจงด้านการ
วินิจฉัย 92% [7] นอกจากนี้ยังมีการนำ ANN มาประยุกต์ใช้ในการวินิจฉัยอื่นที่เกี่ยวข้องกับการผ่าตัด เช่น อาการปวดท้อง
และไส้ติ่งอักเสบ [8] นิ่วในท่อน้ำดี [9] โรคต้อหิน [10] และ อาการปวดหลัง [11] ในส่วนการวินิจฉัยด้านเซลล์และเนื้อเย่ือวิทยา
ได้มีการพัฒนา PEPNET ซึ่งเป็นระบบคัดกรองอัตโนมัติด้วยคอมพิวเตอร์โดยใช้โครงข่ายประสาทเทียม เพื่อช่วยเหลือนัก
เซลล์วิทยาในการตรวจคัดกรองโรคมะเร็งปากมดลูก และอัลกอริทึมอื่น ๆ เพื่อช่วยคัดกรองมะเร็งเต้านม [12] กระเพาะ
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อาหาร [13] ไทรอยด์ [14] เซลล์เยื่อบุในช่องปาก [15] เซลล์กระเพาะปัสสาวะ [16] เยื่อหุ้มปอด [17] ซึ่งในมีประสิทธิภาพในการ
วิเคราะห์แตกต่างกันไป    ในส่วนรังสีวิทยานั้นแพทย์สามารถวินิจฉัยข้อมูลได้จากภาพถ่ายโดยตรงหรือบุคคลากรทาง
การแพทย์สามารถวินิจฉัยการเกิดโรคผ่านระบบเครือข่ายประสาทเทียมจากการวิเคราะห์ภาพถ่ายหรือข้อมูลอื่นๆ เช่น 
ภาพถ่ายรังสี [18] อัลตราซาว์ด [19] CT scan [20] MRI [21] หรือ การสแกนด้วยรังสีไอโซโทป [22] 

ความสามารถในการจดจำรูปแบบของ ANN ได้นำมาใช้ในการวิเคราะห์คลื่นรูปแบบต่าง ๆ รวมถึงการแปล
ความหมาย EGCs เพื่อวินิจฉัยโรคกล้ามเนื้อหัวใจตาย [23] ภาวะหัวใจห้องบนผิดปกติ [24] และการเต้นผิดจังหวะของหัวใจ 
[25] การวิเคราะห์คลื่นไฟฟ้าความถี่สูง (EEG) โดยอาศัยโครงข่ายระบบประสาทเพื่อประยุกต์ใช้วินิจฉัยการเกิดโรคลมบ้าหมู 
[26] และความผิดปกติของการนอนหลับ [27] นอกจากนี้ยังมีกระบวนการเรียนรู้ของ ANA เพื่อใช้วิเคราะห์คลื่นไฟฟ้าหัวใจ     
(EMG) [28] doppler ของคลื่นอัลตราซาว์ด [29] และรูปแบบการไหลเวียนของโลหิตในกรณีของผู้ป่วยที่ต้องการการดูแลเป็น
พิเศษ [30] 

2.5.2) การพยากรณ์โรค Prognosis 
การพยากรณ์โรคมีความสำคัญอย่างยิ่งในการวางแผนการรักษาและการติดตามผลการรักษาที่เหมาะสม การระบุ

ผู้ป่วยที่มีความเสียงสูงอย่างแม่นยำอาจส่งเสริมการรักษาเชิงรุกที่กำหนดเป้าหมายได้ ซึ่งอาจะช่วยรักษาโรคและยืดอายุขัย
ได้ ระบบ ANN มีความสามารถในการวิเคราะห์ข้อมูลของโรคมะเร็งที่มีความซับซ้อนซึ่งมีความสัมพันธ์ระหว่างตัวแปรที่ไม่
เป็นแบบเชิงเส้น ระบบโครงข่ายประสาทสามารถทำนายโอกาสรอดชื่อชีวิตในผู้ป่วยมะเร็งเต้านมและมะเร็งในลำไส้ใหญ่ได้ 
[31,32] ANN ยังแสดงให้เห็นว่ามีความสามารถในการพยากรณ์ผลลัพธ์การเกิดโรคในผู้ป่วยโรคมะเร็งในลำไส้ใหญ่และทวาร
หนักได้ดีกว่าการทำนายของที่ปรึกษาศัลยแพทย์ [33] โดยทั่วไปเครือข่าย ANN มีความสามารถในการเรียนรู้ข้อมูลเฉพาะทำ
ให้สามารถทำนายผลลัทธ์การเกิดโรคกับผู้ป่วยนอกกลุ่มตัวอย่างที่ไม่ได้ป้อนข้อมูลได้อย่างถูกต้อง  นอกจากนี้ยังมีการใช้ 
ANN เพื่อทำนายผลการเกิดโรคมะเร็งในปอด และมะเร็งในต่อมลูกหมาก  

 
3. ระบบ Fuzzy expert 

Fuzzy logic เป็นศาสตร์แห่งการให้เหตุผล การคิด และการอนุมาน ว่าสรรพสิ่งทุกอย่างที่มีอยู่ รับรู้ได้ ใช้อยู่ 
และปรากฏในโลกแห่งความเป็นจริงล้วนมีระดับ เปรียบเทียบได้กับสีขาว /สีดำ หรือตรรกะทั ่วไปคือถูกและผิด 
กระบวนการ fuzzy logic จะสร้างการรับรู้ว่าความเป็นจริงนั้น ๆ ทั่วไปส่วนใหญ่จะอยู่ระหว่างขั้วทั้งสองด้านของสีขาวและ
สีดำ หรืออยู่ในเฉดสีเทาที่แตกกต่างกันออกไป ซึ่งคล้ายกับข้อมูลทางการแพทย์ซึ่งอยู่ในโดเมนที่มีความต่อเนื่องและข้อมูล
มีความไม่ชัดเจนโดยตัวเอง ดังนั้น Fuzzy logic คือวิธีการจัดการข้อมูลที่มีความกำกวมและด้วยเหตุนี้จึงมีความเหมาะสม
อย่างยิ่งสำหรับการใช้งานทางการแพทย์ ในปี 1969 Zadeh ได้รวบรวมและใช้แนวคิดกระบวนการ fuzzy ใช้ในการ
คำนวณอย่างมีประสิทธิภาพโดยระบุไว้ว่า “ขอบเขตการประยุกต์ใช้ทฤษฎีนี้ส่วนใหญ่ขึ้นอยู่กับการวินิจฉัยทางการแพทย์
และการนิยามในทางระบบชีววิทยา” [34] ระบบ fuzzy expert มีโครงสร้างแบบจำลองในลักษณะชุดคำสั่ง “ if - then” 
เทคนิค fuzzy logic ถูกนำมาใช้ในทางการแพทย์อย่างแพร่หลายหลายด้าน Schneider และคณะแสดงให้เห็นว่า fuzzy 
logic ทำงานได้ดีกว่าการวิเคราะห์โลจิสติกถดถอยแบบหลายส่วนในการวินิจฉัยมะเร็งปอดโดยอาศัยจากโปรไฟล์เนื้องอก 
[35] ในทำนองเดียวกันการประยุกต์ใช้ fuzzy logic เพื่อวินิจฉัยโรงมะเร็งในเม็ดเลือดขาวเฉียบพลัน [36] มะเร็งเต้านม [37] 
และมะเร็งตับอ่อน [38] นอกจากนี้ยังถูกนำมาใช้เพื่อกำหนดลักษณะภาพถ่ายทรวงอก [39] อัลตราซาว์ด [40] และ CT scan 
ของโรคตับ [41] และ ภาพ MRI ของเนื้องอกในสมอง [42] นอกจากนี้ยังมีการใช้ Fuzzy logic เพื่อทำนายโอกาสการรอดชีวิต
ของผู้ป่วยมะเร็งเต้านม ในส่วนของส่วนควบคุม fuzzy ออกแบบมาเพื่อควบคุมการบริหารจัดการยาขยายหลอดเลือดเพื่อ
ควบคุมความดันโลหิตในระหว่างการผ่าตัด [43] นอกจากนี้ยังใช้สำหรับการให้ยาสลบในห้องผ่าตัด [44] 
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4. การคำนวณเชิงวิวัฒน์ 
 การคำนวณเชิงวิวัฒน์เป็นคำทั่วไปที่ใช้เรียกเทคนิคการคำนวณชนิดต่าง ๆ บนพื้นฐานของกระบวนการวัฒนาการ
ตามธรรมชาติที่เลียนแบบกฎการคัดเลือกโดยธรรมชาติและการอยู่รอดของผู้ที่เหมาะสมที่สุดของการแก้ปัญหาในโลกแห่ง
ความเป็นจริง โดยรูปแบบการคำนวณเชิงวิวัฒน์ที่ใช้กันอย่างแพร่หลายมากที่สุดในทางการแพทย์คือ “อัลกอริทึมทาง
พันธุกรรม” เสนอโดย John Holland ในปี 1975 [45] โดยจัดระดับการค้นหาแบบสุ่มและการเพิ่มประสิทธิภาพอัลกอริทึม
เลียนแบบวิวัฒนาการทางชีวภาพที่มีอยู่ในธรรมชาติ มีหลักการทำงานคือสร้างผลเฉลยแบบสุ่มของปัญญาหามาจำนวน
หนึ่ง จากนั้นจำนวนประชากรผลเฉลยของปัญหาจะมีวิวัฒนาการจากรุ่นหนึ่งถ่ายทอดสู่รุ่นต่อไป จนกระทั่งมาถึงผลเฉลยที่
น่าพอในการแก้ปัญหา โดยผลเฉลยที่ดีที่สุดดังกล่าวจะถูกเพิ่มเข้ามาในประชากรในขณะที่ผลเฉลยที่ด้อยกว่าจะถูกตัด
ออกไป กระบวนการดังกล่าวเกิดขึ้นซ้ำไปซ้ำมาจนกระทั่ง ได้คำตอบที่ดีขึ้น มีการปรับปรุงซ้ำๆ การอยู่รอด และได้ผลเฉลย
ใหม่ในที่สุด รูปที่ 4 แสดงสถานะการเพิ่มประสิทธิภาพในการวินิจฉัยโดยพิจารณาค่าที่ดีทีสุดจากการปรับค่าพารามิเตอรท์ี่
เกี่ยวข้องในการวินิจฉัยจากการเรียนรู้ฐานข้อมูลที่มีค่าผลลัพธ์การวินิจฉัยเป็นบวกหรือลบ ผลการประเมินผลค่าที่วินิจฉัย
แล้วจะถูกเปรียบเทียบกับค่าก่อนหน้า แล้วทำซ้ำเป็นวนรอบจนได้ผลการวินิจฉัยที่ดีท่ีสุด [46] 
 
 
 
 
 
 
 
 

รูปที่ 4  การเลือกคุณลักษณะที่จะทำการวินิจฉัยโดยใช้อัลกอริทึมวิวัฒนาการ 
 

การตัดสินใจทางการแพทย์ส่วนใหญ่มาจากการค้นหาคำตอบในวงหรือบริเวณกว้างและมีความซับซ้อน 
ตัวอย่างเช่น นักเซลล์วิทยาการวิเคราะห์ตัวอย่างเพื่อตัดสินใจว่าเซลล์เหล่านั้นเป็นมะเร็งหรือไม่ โดยเริ่มจากตรวจใน
บริเวณของเซลล์ที่สามารถดำเนินการวินิจฉัยได้อย่างถูกต้อง จากนั้นนำอัลกอริทึมทางพันธุกรรมมาใช้ประโยชน์จากกลไก
วิวัฒนาการของธรรมชาติเพื่อการค้นหาอย่างมีประสิทธิภาพในพื้นที่ที่กำหนด แล้วจึงทำการวินิจฉัย สร้างภาพถ่าย/ภาพ
จำลองทางการแพทย์หรือประมวลผล/ตรวจจับสัญญา วางกำหนดการและแผนการรักษาต่อไป มีการนำหลักการ
อัลกอริทึมทางพันธุกรรมไปใช้ทำนายผลลัทธ์ในการรักษากับผู้ป่วยในภาวะวิกฤต ผู้ป่วยมะเร็งปอด [47] มะเร็งผิวหนัง [48] 
การตอบสนองต่อวาร์ฟาริน [49] และยังใช้อัลกอรึทึมดังกล่าวมาใช้วิเคราะห์ทางคอมพิวเตอร์ภาพเมมโมแกรมของ 
microcalcification [50] และภาพ MRI    ในบริเวณที่เกิดเนื้องอกในสมองเพื่อศึกษาประสิทธิภาพกลยุทธ์ที่ใช้รักษา [51] 
รวมถึงการวิเคราะห์ภาพถ่ายคอมพิวเตอร์ 2 มิติ เพื่อวินิจฉัยเนื้องอกมะเร็ง [52]   
 
5. ระบบอัจฉริยะไฮบริด 

เทคนิคปัญญาประดิษฐ์ AI แต่ละชนิดต่างก็มีข้อดีข้อด้อยในตัวเอง โดยระบบประสาทเทียมส่วนใหญ่จะเกี่ยวข้อง
กับการเรียนรู ้ ระบบ fuzzy logic เกี ่ยวข้องกับความไม่แม่นยำ และการคำนวณเชิงวิวัฒน์นั ้นสัมพันธ์กับการเพิ่ม
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ประสิทธิภาพในการค้นหา ดังนั้นระบบอัจฉริยะไฮบริดจึงเป็นการรวมเอาข้อดีต่าง ๆ ของเทคโนโลยีดังที่กล่าวมารวมไว้
ด้วยกันและสามารถทำงานเสริมกันได้ การทำงานร่วมกันช่วยสนับสนุนระบบไฮบริดด้านสามัญสำนึก ดึงเอาองค์ความรู้
ออกจากข้อมูลดิบ สามารถใช้กลไกการให้เหตุผลเหมือนมนุษย์ สามารถจัดการกับความไม่แน่นอนและความไม่ชัดเจนได้ 
รวมถึงเรียนรู้ที่จะปรับตัวให้เค้ากับสภาพแวดล้อมที่ไม่รู้จักหรือปรับตัวให้เข้ากับการเปลี่ยนสภาพแวดล้อมที่เปลี่ยนแปลงได้
อย่างรวดเร็ว ระบบไฮบริดอัจฉริยะที่นิยมใช้มีอยู่หลากหลายประเภท เช่น ANN สำหรับการออกแบบระบบ fuzzy / 
อัลกอริทึมทางพันธุกรรมสำหรับเรียนรู้อัตโนมัติ และ การสร้างสถาปัตยกรรมเครือข่ายระบบประสาทเทียม และได้มีการ
นำระบบอัจฉริยะไฮบริดไปใช้งานทางคลินิกอย่างหลากหลาย เช่น การวินิจฉัยบริเวณการเกิดมะเร็งเต้า นม [54] การ
วิเคราะห์การเกิดหินปูนจากภาพถ่ายเมมโมแกรม [55] การวินิจฉัยโรคหลอดเลือดหัวในตีบ [56] และการควบคุมความลึกของ
การดมยาสลบ [57] 

 

6. สรุป 
เทคนิคปัญญาประดิษฐ์ (AI) จำนวนมากสามารถใช้แก้ปัญหาที่หลากหลายทางคลินิกได้เป็นอย่างดี อย่างไรก็ตาม

ยังไม่ได้รับความสนใจเท่าที่ควร เนื่องจากทัศนคติและความเชื่อมั่นต่อเทคโนโลยีปัญญาประดิษฐ์ที่ใช้ในการวินิจฉัยของ
แพทย์ผู ้ปฏิบัติงานทางคลินิก แต่สามารถยืนยันผลเพิ่มเติมได้จากผลการทดสอบชีว เคมีและภาพถ่ายทางรังสีคลื่น
แม่เหล็กไฟฟ้าจากห้องปฏิบัติการ นักวิจัยยังคงต้องมีการค้นคว้าเพิ่มเติมเพ่ือสร้างหลักฐานยืนยันว่าเทคนิคดังกล่าวสามารถ
ใช้งานได้จริงในการปฏิบัติงานทางคลินิก และยังต้องทำการศึกษาแบบสุ่มจากกลุ่มตัวอย่างเพิ่มเติมเพื่อพิสูจน์ประสิทธิภาพ
ของระบบ AI สำหรับการใช้งานทางการแพทย์ โดยเฉพาะอย่างยิ่งในศตวรรษที่ 21 มีหลักฐานที่น่าสนใจว่า AI มีบทบาท
ช่วยเหลือแพทย์ในการส่งมอบหรือส่งต่อการดูแลสุขภาพในระบบได้อย่างมีประสิทธิภาพ หากแต่ว่ายังมีข้อสงสัยเพียง
เล็กน้อยว่าเทคนิคเหล่านี้จะช่วยเพิ่มและเสริมสร้าง “ความฉลาดทางการแพทย์” ให้แพทย์ได้ในอนาคตได้หรือไม่. 
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