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Abstract
Developing and improving hospital services, with a focus 
on meeting the needs of patients, is crucial. Therefore, 
feedback or comments related to the hospital, both 
positive and negative, are particularly beneficial for de-
velopment and improvement. To facilitate the reading of 
messages by hospital staff and to quickly address neg-
ative feedback, we analyzed the sentiment of feedback 
or comments. The research methodology involved ana-
lyzing data using the pyThaiNLP library in Python and 
evaluating the results in terms of accuracy, precision, 
recall, and F1-score. The research results indicate that 

the SVM (Support Vector Machine) model outperformed 
Naïve Bayes in the test dataset, achieving 86% accu-
racy compared to 80% accuracy. Both models achieved 
the same accuracy, which is 76%, in the test dataset.  
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ผลการวิจัย : การจ�ำแนกข้อมูลด้วย SVM ให้ค่าความแม่นย�ำ 
ท่ีสูงกว่า Naive Bayes ในชุดข้อมูลทดสอบ คือ 86% และ 
80% ตามล�ำกับ ส่วนในชุดข้อมูลทดสอบ ให้ค่าความแม่นย�ำ 
เท่ากันคือ 76% ในทั้งสองโมเดล
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บทคัดย่อ
การพัฒนาและปรบัปรงุการให้บรกิารของโรงพยาบาล มุง่เน้นการ
พัฒนาให้ตรงตามความต้องการของผู้รับบริการเป็นส�ำคัญ ดังนั้น 
ข้อเสนอแนะหรอืความคิดเหน็ท่ีเกีย่วข้องกบัดรงพยาบาลท้ังในแง่
ดีและแง่เสีย จึงเป็นประโยชน์อย่างยิ่งต่อการพัฒนาและปรับปรุง  
จึงท�ำการวิเคราะห์ความรู้สึกของข้อความเสนอแนะหรือความ 
คิดเห็น เพ่ือช่วยลดระยะเวลาการอ่านข้อความของเจ้าหน้าท่ี 
โรงพยาบาล และสามารถแก้ไขปัญหาตามที่ผู้รับบริการตอบกลับ
มาในแง่ลบได้อย่างรวดเร็ว วิธีด�ำเนินงานวิจัย : วิเคราะห์ข้อมูล
โดยใช้ไลบราล่ี pyThaiNLP ในภาษา Python และประเมนิผลเป็น
ค่าความแม่นย�ำ (Accuracy), Precision, Recall, F1-score 

INTRODUCTION 
	 เนื่องจากในปัจจุบันภาคเอกชนจ�ำเป็นต้องพัฒนาการบริการ
ให้ตอบสนองต่อความพึงพอใจของผู้ใช้บริการ เพราะฉะนั้น 
การน�ำข้อเสนอแนะหรือค�ำวิจารณ์มาปรับใช้ เป็นส่ิงท่ีท�ำให้
สามารถปรับปรุงหรือพัฒนาการบริการได้ตรงตามความต้องการ
มากท่ีสุด และการน�ำ nlp มาใช้ในการวิเคราะห์แนวโน้มของ
ข้อความว่าเป็นไปในเชิงบวก เชิงลบ หรอืเป็นกลาง ท�ำให้ลดระยะ
เวลาการท�ำงานของเจ้าหน้าที่ในการอ่านข้อความ
	 ในงานวิจยัช้ินนี ้ผูวิ้จยัได้น�ำข้อเสนอแนะท่ีได้รบัจากผูร้บับรกิาร
มาวิเคราะห์เคราะห์แบบ sentiment analysis ซึ่งประกอบด้วย 
2 ส่วนหลัก ได้แก่ การท�ำ Feature selection และการท�ำ 
sentiment classification

LITERATURE REVIEW
	 เนือ่งจากในปัจจบัุน ข้อมลูทางด้านสุขภาพรวมถงึข้อเสนอแนะ
ต่างๆมแีพร่หลายและสามารถเข้าถงึได้เพือ่วัตถปุระสงค์ต่างๆ[1,2] 

ซึ่งเทคโนโลยีท่ีถูกพัฒนาขึ้นมาเพ่อใช้ในการประมวลผลภาษา
ธรรมชาติ (Natural Language Processing : NLP) ซึ่งท�ำให้
คอมพิวเตอร์เข้าใจภาษามนุษย์ รวมไปถึงการประมวลผล 
การวิเคราะห์ทางด้านภาษาศาสตร์และการตีความจากข้อความ 

เช่นการวิเคราะห์ความรู้สึก เป็นต้น ทั้งการพัฒนาและปรับปรุง
การให้บริการ ซึ่งการเก็บข้อมูลจากหลากหลายแพลตฟอร์ม 
รวมถึงโซเชียลมีเดียก็สามารถน�ำข้อมูลด้านสุขภาพมาประมวล 
ผลได้[3] ขั้นตอนที่ส�ำคัญการท�ำคลังข้อมูล พบว่าการเทรนด้วย 
TDF-IF ให้ได้คลังค�ำศัพท์ท่ีแม่นย�ำ และการจ�ำแนกประเภทโมเดล
ด้วย SVM และ Naïve Bayes ได้ค่าความแม่นย�ำท่ีดี และความ
ซบัซ้อนของโมเดลน้อย[4,5,6]

METHODOLOGY
	 ชุดข้อมูลที่น�ำมาใช้ เป็นชุดข้อมูลจากข้อเสนอแนะและความ
คิดเห็นของผู้รับบริการผู้ป่วยในของโรงพยาบาล ตั้งแต่วันท่ี 1 
กรกฎาคม 2565 จนถึงวันที่ 30 กันยายน 2565 ทั้งหมด 546 
ข้อมลู และมกีารให้คะแนนความพงึพอใจส�ำหรบัการใช้บรกิารเป็น
คะแนน 1-10 (10 = มีความพึงพอใจมากที่สุด และ 1=มีความ
พึงพอใจน้อยที่สุด) 
	 ผู้วิจัยต้องน�ำคะแนนความพึงพอใจท่ีได้รับจากผู้รับบริการ 
มาเปล่ียนให้อยู่ในรูปแบบของระดับความรู้สึกท้ังหมด 3 ระดับ 
ได้แก่ ความรูเ้ชิงบวก (Positive : ความพงึพอใจ 9 คะแนนขึน้ไป) 
ความรูสึ้กเป็นกลาง (Neutral : คะแนนความพงึพอใจ 6-8 คะแนน) 
และความรูสึ้กเชิงลบ (Negative : ความพงึพอใจน้อยกว่า 6 คะแนน) 
โดยแยกข้อมูลได้ตามรูปภาพที่ 1 
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รปูภาพท่ี 1 : กราฟแจกแจงคะแนนความพงึพอใจของผูร้บับรกิาร

B.	 Tokenization
	 เป็นการตัดค�ำเพ่ือแยกประโยคยาวๆออกมาเป็นแต่ละค�ำ 
ซึง่ในการศึกษานี ้ใช้กระบวนการประมวลภาษาธรรมชาต ิ(NLP) 
หรอื ไลบรารี ่ PyThaiNLP ซ่ึงจะมโีมดูล word_tokenize โดย 
ในงานวิจยันีเ้ลือกใช้ NewMM Engine ซ่ึงพฒันาขึน้เพ่ือตดัค�ำภาษา
ไทยบนภาษา Python เพื่อหาความสัมพันธ์ในรูปแบบ Vector 
เมือ่แยกประโยคออกมาเป็นแต่ละค�ำแล้ว ท�ำการลบ Stop words 
เพ่ือตัดค�ำท่ีพบบ่อยแต่ไม่ส่ือความหมายและลดขนาดของคลัง 
ค�ำศัพท์ท่ีใช้ส�ำหรบัประมวลผล และท�ำการลบตวัเลขและช่องว่าง 
ในค�ำ
	
ตารางที่ 2 : ตัวอย่างการตัดค�ำและการลบ Stop words

A.	 Data Preprocessing
	 ข้อมูลท่ีน�ำเข้ามาใช้ เริ่มจากการท�ำ Data cleaning โดย 
การลบสัญลักษณ์พิเศษ ลบเครื่องหมายค�ำพูด (Punctuation) 
และลบตัวแบ่งค�ำ (เช่น \n)

รูปภาพที่ 2 : ผังแสดงขั้นตอนแรกการออกแบบงานวิจัย

ผูว้จิยัตอ้งน าคะแนนความพึงพอใจท่ีไดรั้บจากผูรั้บบริการ 
มาเปล่ียนใหอ้ยูใ่นรูปแบบของระดบัความรู้สึกทั้งหมด 3 ระดบั 
ไดแ้ก่ ความรู้เชิงบวก (Positive : ความพึงพอใจ 9 คะแนนข้ึนไป ) 
ความรู้สึกเป็นกลาง (Neutral : คะแนนความพึงพอใจ 6-8 
คะแนน) และความรู้สึกเชิงลบ (Negative : ความพึงพอใจนอ้ยกวา่ 
6 คะแนน)  โดยแยกขอ้มูลไดต้ามรูปภาพท่ี 1  
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ไดรั้บความสะดวกสบายมากๆค่ะ 

 

B. Tokenization 

เป็นการตดัค าเพื่อแยกประโยคยาวๆออกมาเป็นแต่ละค า ซ่ึงใน
การศึกษาน้ี ใชก้ระบวนการประมวลภาษาธรรมชาติ (NLP) หรือ 
ไลบราร่ี PyThaiNLP ซ่ึงจะมีโมดูล word_tokenize โดยในงานวจิยัน้ี
เลือกใช ้NewMM Engine ซ่ึงพฒันาข้ึนเพ่ือตดัค าภาษาไทยบนภาษา 
Python เพื่อหาความสมัพนัธ์ในรูปแบบ Vector เม่ือแยกประโยค
ออกมาเป็นแต่ละค าแลว้  ท าการลบ Stop words เพื่อตดัค าท่ีพบบ่อย
แต่ไม่ส่ือความหมายและลดขนาดของคลงัค าศพัทท่ี์ใชส้ าหรับ
ประมวลผล และท าการลบตวัเลขและช่องวา่งในค า 
 

  

ตารางที่ 1 : ตัวอย่างการท�ำ data preprocessing

C. Training & Streaming
	 ในขั้นตอนการฝึกอบรมข้อมูล จะท�ำการแบ่งชุดข้อมูลออก 
เป็น Training set 80% (436 ข้อมูล) และ Test set 20% 
(110 ข้อมูล)
	 เริ่มด้วยการสร้างคลังค�ำศัพท์ (Bags of words) และท�ำการ
สร้าง Feature ด้วยการค�ำนวนค่า TDF-IF ของแต่ละ word id

ตารางท่ี 2 : ตวัอยา่งการตดัค  าและการลบ Stop words 

Data preprocessed Tokenization Remove 
stopwords 

ท่ีจอดรถไมเ่พียงพอ [ท่ีจอดรถ,ไม่, เพยีงพอ] [ท่ีจอดรถ] 

ลดราคาไหห้น่อยจา้ [ลดราคา, ไห,้ หน่อย, จา้] [ลดราคา, ไห้] 

พยาบาลบริการดีมาก 
รวดเร็ว ยิม้แยม้ ไดรั้บ
ความสะดวกสบายมากๆ

ค่ะ 

['พยาบาล','บริการ','ดีมาก', 
'รวดเร็ว', 'ยิม้แยม้', 'ไดรั้บ','
ความ','สะดวกสบาย','มาก','

ๆ','ค่ะ'] 

['พยาบาล', 'บริการ', 
'ดีมาก','ยิม้แยม้','
สะดวกสบาย'] 

  

C. Training & Streaming 
 

ในขั้นตอนการฝึกอบรมขอ้มูล จะท าการแบ่งชุดขอ้มลูออกเป็น Training set 
80%  ( 436 ขอ้มูล ) และ Test set 20 % ( 110 ขอ้มลู ) 

เร่ิมดว้ยการสร้างคลงัค  าศพัท ์(Bags of words) และท าการสร้าง Feature ดว้ย
การค านวนค่า TDF-IF ของแต่ละ word id 

 

 

ค่ำดชันี TFIDF = TF*IF 
ความหมายของตัวแปร : 

TF คือ  ค่าความถ่ีค าน้ันในตัวแปร 

IDF คือ ค่าส่วนกลบัความถ่ี 
 

 

ซ่ึงค่าท่ีมี TF สูงหมายถึงในประโยคมีจ านวนค านั้นมาก แสดงวา่
ค านั้นมีคุณลกัษณะเด่นสูง แตถ่า้ค  าใดท่ีปรากฏในทุกขอ้ความหรือ
ประโยคอ่ืน จะมีค่าดชันีต ่า (IDF ต ่า) คุณลกัษณะเด่นจะลดลง 
 

 
 
 
 
 
 
 

รูปภาพท่ี 3 : แสดงค่า TFIDF สูงสุด 50 อนัดบัแรก 
 

 
 

D. Classification 
 

ในการท า Model classification ในงานวจิยัน้ี เลือกใช ้ Navies 
bays และ SVM (SVC kernel=’linear’) เน่ืองจากเป็น classification 
modelท่ีเหมาะส าหรับงานประเภทแยกความรู้สึกและมีความซบัซอ้น
นอ้ย มีความรวดเร็วส าหรับชุดขอ้งมูล 
 

IV. MODEL EVALUATION 
 

การประเมินประสิทธิภาพของ Model พิจารณาจากความถูกตอ้ง 
(Accuracy) ความแม่นย  า (Precison) ค่าความระลึก (Recall) และ
ค่าเฉล่ีย (F1 score)  

 

 

 

ตารางท่ี 2 : ตวัอยา่งการตดัค  าและการลบ Stop words 

Data preprocessed Tokenization Remove 
stopwords 

ท่ีจอดรถไมเ่พียงพอ [ท่ีจอดรถ,ไม่, เพยีงพอ] [ท่ีจอดรถ] 

ลดราคาไหห้น่อยจา้ [ลดราคา, ไห,้ หน่อย, จา้] [ลดราคา, ไห้] 

พยาบาลบริการดีมาก 
รวดเร็ว ยิม้แยม้ ไดรั้บ
ความสะดวกสบายมากๆ

ค่ะ 

['พยาบาล','บริการ','ดีมาก', 
'รวดเร็ว', 'ยิม้แยม้', 'ไดรั้บ','
ความ','สะดวกสบาย','มาก','

ๆ','ค่ะ'] 

['พยาบาล', 'บริการ', 
'ดีมาก','ยิม้แยม้','
สะดวกสบาย'] 

  

C. Training & Streaming 
 

ในขั้นตอนการฝึกอบรมขอ้มูล จะท าการแบ่งชุดขอ้มลูออกเป็น Training set 
80%  ( 436 ขอ้มูล ) และ Test set 20 % ( 110 ขอ้มลู ) 

เร่ิมดว้ยการสร้างคลงัค  าศพัท ์(Bags of words) และท าการสร้าง Feature ดว้ย
การค านวนค่า TDF-IF ของแต่ละ word id 

 

 

ค่ำดชันี TFIDF = TF*IF 
ความหมายของตัวแปร : 

TF คือ  ค่าความถ่ีค าน้ันในตัวแปร 

IDF คือ ค่าส่วนกลบัความถ่ี 
 

 

ซ่ึงค่าท่ีมี TF สูงหมายถึงในประโยคมีจ านวนค านั้นมาก แสดงวา่
ค านั้นมีคุณลกัษณะเด่นสูง แตถ่า้ค  าใดท่ีปรากฏในทุกขอ้ความหรือ
ประโยคอ่ืน จะมีค่าดชันีต ่า (IDF ต ่า) คุณลกัษณะเด่นจะลดลง 
 

 
 
 
 
 
 
 

รูปภาพท่ี 3 : แสดงค่า TFIDF สูงสุด 50 อนัดบัแรก 
 

 
 

D. Classification 
 

ในการท า Model classification ในงานวจิยัน้ี เลือกใช ้ Navies 
bays และ SVM (SVC kernel=’linear’) เน่ืองจากเป็น classification 
modelท่ีเหมาะส าหรับงานประเภทแยกความรู้สึกและมีความซบัซอ้น
นอ้ย มีความรวดเร็วส าหรับชุดขอ้งมูล 
 

IV. MODEL EVALUATION 
 

การประเมินประสิทธิภาพของ Model พิจารณาจากความถูกตอ้ง 
(Accuracy) ความแม่นย  า (Precison) ค่าความระลึก (Recall) และ
ค่าเฉล่ีย (F1 score)  
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	 ซึง่ค่าท่ีม ีTF สูงหมายถงึในประโยคมจี�ำนวนค�ำนัน้มาก แสดงว่า
ค�ำนัน้มคุีณลักษณะเด่นสูง แต่ถ้าค�ำใดท่ีปรากฏในทุกข้อความหรอื
ประโยคอื่น จะมีค่าดัชนีต�่ำ (IDF ต�่ำ) คุณลักษณะเด่นจะลดลง

รูปภาพที่ 3 : แสดงค่า TFIDF สูงสุด 50 อันดับแรก

ตารางที ่3 : แสดงการประเมนิประสทิธภิาพเปรยีบเทยีบระหว่าง
โมเดลส�ำหรับการเรียนรู้

ตารางท่ี 2 : ตวัอยา่งการตดัค  าและการลบ Stop words 

Data preprocessed Tokenization Remove 
stopwords 

ท่ีจอดรถไมเ่พียงพอ [ท่ีจอดรถ,ไม่, เพยีงพอ] [ท่ีจอดรถ] 

ลดราคาไหห้น่อยจา้ [ลดราคา, ไห,้ หน่อย, จา้] [ลดราคา, ไห้] 

พยาบาลบริการดีมาก 
รวดเร็ว ยิม้แยม้ ไดรั้บ
ความสะดวกสบายมากๆ

ค่ะ 

['พยาบาล','บริการ','ดีมาก', 
'รวดเร็ว', 'ยิม้แยม้', 'ไดรั้บ','
ความ','สะดวกสบาย','มาก','

ๆ','ค่ะ'] 

['พยาบาล', 'บริการ', 
'ดีมาก','ยิม้แยม้','
สะดวกสบาย'] 

  

C. Training & Streaming 
 

ในขั้นตอนการฝึกอบรมขอ้มูล จะท าการแบ่งชุดขอ้มลูออกเป็น Training set 
80%  ( 436 ขอ้มูล ) และ Test set 20 % ( 110 ขอ้มลู ) 

เร่ิมดว้ยการสร้างคลงัค  าศพัท ์(Bags of words) และท าการสร้าง Feature ดว้ย
การค านวนค่า TDF-IF ของแต่ละ word id 

 

 

ค่ำดชันี TFIDF = TF*IF 
ความหมายของตัวแปร : 

TF คือ  ค่าความถ่ีค าน้ันในตัวแปร 

IDF คือ ค่าส่วนกลบัความถ่ี 
 

 

ซ่ึงค่าท่ีมี TF สูงหมายถึงในประโยคมีจ านวนค านั้นมาก แสดงวา่
ค านั้นมีคุณลกัษณะเด่นสูง แตถ่า้ค  าใดท่ีปรากฏในทุกขอ้ความหรือ
ประโยคอ่ืน จะมีค่าดชันีต ่า (IDF ต ่า) คุณลกัษณะเด่นจะลดลง 
 

 
 
 
 
 
 
 

รูปภาพท่ี 3 : แสดงค่า TFIDF สูงสุด 50 อนัดบัแรก 
 

 
 

D. Classification 
 

ในการท า Model classification ในงานวจิยัน้ี เลือกใช ้ Navies 
bays และ SVM (SVC kernel=’linear’) เน่ืองจากเป็น classification 
modelท่ีเหมาะส าหรับงานประเภทแยกความรู้สึกและมีความซบัซอ้น
นอ้ย มีความรวดเร็วส าหรับชุดขอ้งมูล 
 

IV. MODEL EVALUATION 
 

การประเมินประสิทธิภาพของ Model พิจารณาจากความถูกตอ้ง 
(Accuracy) ความแม่นย  า (Precison) ค่าความระลึก (Recall) และ
ค่าเฉล่ีย (F1 score)  

 

 

 

D.	 Classification
	 ในการท�ำ Model classification ในงานวิจยันีเ้ลือกใช้ Navies bays
และ SVM (SVC kernel=’linear’) เนื่องจากเป็น classification 
model ท่ีเหมาะส�ำหรับงานประเภทแยกความรู้สึกและมีความ 
ซับซ้อนน้อย มีความรวดเร็วส�ำหรับชุดข้องมูล

ตารางท่ี 2 : ตวัอยา่งการตดัค  าและการลบ Stop words 

Data preprocessed Tokenization Remove 
stopwords 

ท่ีจอดรถไม่เพียงพอ [ท่ีจอดรถ,ไม่, เพยีงพอ] [ท่ีจอดรถ] 

ลดราคาไหห้น่อยจา้ [ลดราคา, ไห,้ หน่อย, จา้] [ลดราคา, ไห้] 

พยาบาลบริการดีมาก 
รวดเร็ว ยิม้แยม้ ไดรั้บ
ความสะดวกสบายมากๆ

ค่ะ 

['พยาบาล','บริการ','ดีมาก', 
'รวดเร็ว', 'ยิม้แยม้', 'ไดรั้บ','
ความ','สะดวกสบาย','มาก','

ๆ','ค่ะ'] 

['พยาบาล', 'บริการ', 
'ดีมาก','ยิม้แยม้','
สะดวกสบาย'] 

  

C. Training & Streaming 
 

ในขั้นตอนการฝึกอบรมขอ้มูล จะท าการแบ่งชุดขอ้มลูออกเป็น Training set 
80%  ( 436 ขอ้มูล ) และ Test set 20 % ( 110 ขอ้มูล ) 

เร่ิมดว้ยการสร้างคลงัค  าศพัท ์(Bags of words) และท าการสร้าง Feature ดว้ย
การค านวนค่า TDF-IF ของแต่ละ word id 

 

 

ค่ำดชันี TFIDF = TF*IF 
ความหมายของตัวแปร : 

TF คือ  ค่าความถ่ีค าน้ันในตัวแปร 

IDF คือ ค่าส่วนกลบัความถ่ี 
 

 

ซ่ึงค่าท่ีมี TF สูงหมายถึงในประโยคมีจ านวนค านั้นมาก แสดงวา่
ค านั้นมีคุณลกัษณะเด่นสูง แตถ่า้ค  าใดท่ีปรากฏในทุกขอ้ความหรือ
ประโยคอ่ืน จะมีค่าดชันีต ่า (IDF ต ่า) คุณลกัษณะเด่นจะลดลง 
 

 
 
 
 
 
 
 

รูปภาพท่ี 3 : แสดงค่า TFIDF สูงสุด 50 อนัดบัแรก 
 

 
 

D. Classification 
 

ในการท า Model classification ในงานวจิยัน้ี เลือกใช ้ Navies 
bays และ SVM (SVC kernel=’linear’) เน่ืองจากเป็น classification 
modelท่ีเหมาะส าหรับงานประเภทแยกความรู้สึกและมีความซบัซอ้น
นอ้ย มีความรวดเร็วส าหรับชุดขอ้งมูล 
 

IV. MODEL EVALUATION 
 

การประเมินประสิทธิภาพของ Model พิจารณาจากความถูกตอ้ง 
(Accuracy) ความแม่นย  า (Precison) ค่าความระลึก (Recall) และ
ค่าเฉล่ีย (F1 score)  

 

 

 

ตารางท่ี 2 : ตวัอยา่งการตดัค  าและการลบ Stop words 

Data preprocessed Tokenization Remove 
stopwords 

ท่ีจอดรถไมเ่พียงพอ [ท่ีจอดรถ,ไม่, เพยีงพอ] [ท่ีจอดรถ] 

ลดราคาไหห้น่อยจา้ [ลดราคา, ไห้, หน่อย, จา้] [ลดราคา, ไห้] 

พยาบาลบริการดีมาก 
รวดเร็ว ยิม้แยม้ ไดรั้บ
ความสะดวกสบายมากๆ

ค่ะ 

['พยาบาล','บริการ','ดีมาก', 
'รวดเร็ว', 'ยิม้แยม้', 'ไดรั้บ','
ความ','สะดวกสบาย','มาก','

ๆ','ค่ะ'] 

['พยาบาล', 'บริการ', 
'ดีมาก','ยิม้แยม้','
สะดวกสบาย'] 

  

C. Training & Streaming 
 

ในขั้นตอนการฝึกอบรมขอ้มูล จะท าการแบ่งชุดขอ้มลูออกเป็น Training set 
80%  ( 436 ขอ้มูล ) และ Test set 20 % ( 110 ขอ้มลู ) 

เร่ิมดว้ยการสร้างคลงัค  าศพัท ์(Bags of words) และท าการสร้าง Feature ดว้ย
การค านวนค่า TDF-IF ของแต่ละ word id 

 

 

ค่ำดชันี TFIDF = TF*IF 
ความหมายของตัวแปร : 

TF คือ  ค่าความถ่ีค าน้ันในตัวแปร 

IDF คือ ค่าส่วนกลบัความถ่ี 
 

 

ซ่ึงค่าท่ีมี TF สูงหมายถึงในประโยคมีจ านวนค านั้นมาก แสดงวา่
ค านั้นมีคุณลกัษณะเด่นสูง แตถ่า้ค  าใดท่ีปรากฏในทุกขอ้ความหรือ
ประโยคอ่ืน จะมีค่าดชันีต ่า (IDF ต ่า) คุณลกัษณะเด่นจะลดลง 
 

 
 
 
 
 
 
 

รูปภาพท่ี 3 : แสดงค่า TFIDF สูงสุด 50 อนัดบัแรก 
 

 
 

D. Classification 
 

ในการท า Model classification ในงานวจิยัน้ี เลือกใช ้ Navies 
bays และ SVM (SVC kernel=’linear’) เน่ืองจากเป็น classification 
modelท่ีเหมาะส าหรับงานประเภทแยกความรู้สึกและมีความซบัซอ้น
นอ้ย มีความรวดเร็วส าหรับชุดขอ้งมูล 
 

IV. MODEL EVALUATION 
 

การประเมินประสิทธิภาพของ Model พิจารณาจากความถูกตอ้ง 
(Accuracy) ความแม่นย  า (Precison) ค่าความระลึก (Recall) และ
ค่าเฉล่ีย (F1 score)  

 

 

 

MODEL EVALUATION
	 การประเมินประสิทธิภาพของ Model พิจารณาจากความ 
ถูกต้อง (Accuracy) ความแม่นย�ำ (Precison) ค่าความระลึก 
(Recall) และค่าเฉลี่ย (F1 score) 

รูปภาพที่ 4 : แสดงการประเมินประสิทธิภาพของโมเดล SVM

ตารางท่ี 3 : แสดงการประเมินประสิทธิภาพเปรียบเทียบระหวา่งโมเดล
ส าหรับการเรียนรู้ 

 

Classification Accuracy (%) 
SVM 86 

Naïve Bayes 80 
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การจ าแนกความรู้สึกของขอ้แนะน าและขอ้เสนอแนะของ
โรงพยาบาล โดยใชภ้าษาธรรมชาติในการจ าแนกความรู้สึกออกเป็น 
3 ระดบั ไดแ้ก่ Good Neutral และ Bad เร่ิมจากการเตรียมขอ้มูล การ
ตดัค า การฝึกฝนขอ้มลู และการจ าแนกขอ้มลู โดยใช ้  Naive bayes 
พบวา่มีความแม่นย  า 79% การตอ่ยอดงานวจิยัน้ีในภายภาคหนา้ 
สามารถน าโมเดลไปปรับใชก้บัแพลตฟอร์มการใหค้  าแนะนะ การ
รีววิ หรือการใหข้อ้เสนอแนะจากผูรั้บบริการในโรงพยาบาล 

ทั้งน้ี งานวจิยัน้ีมีขอ้จ ากดัท่ีจ านวนขอ้มูลท่ีนอ้ย และเพือ่ความ
แม่นย  าท่ีมากควรมีการเพ่ิมเทคนิคของการแบ่งค า  การแบ่งชนิดค า 
เพ่ือช่วยใหก้ารแยกค ามีความชดัเจนมากข้ึน  
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DISCUSSION
	 การจ�ำแนกความรู้สึกของข้อแนะน�ำและข้อเสนอแนะของ 
โรงพยาบาล โดยใช้ภาษาธรรมชาติในการจ�ำแนกความรู ้สึก 
ออกเป็น 3 ระดับ ได้แก่ Good Neutral และ Bad เริม่จากการเตรยีม
ข้อมูล การตัดค�ำ การฝึกฝนข้อมูล และการจ�ำแนกข้อมูล โดยใช้  
Naive bayes พบว่ามีความแม่นย�ำ 79% การต่อยอดงานวิจัยนี้
ในภายภาคหน้า สามารถน�ำโมเดลไปปรับใช้กับแพลตฟอร์ม 
การให้ค�ำแนะนะ การรวิีว หรอืการให้ข้อเสนอแนะจากผูร้บับรกิาร 
ในโรงพยาบาล
	 ท้ังนี ้งานวิจยันีม้ข้ีอจ�ำกดัท่ีจ�ำนวนข้อมลูท่ีน้อย และเพือ่ความ
แม่นย�ำท่ีมากควรมกีารเพิม่เทคนคิของการแบ่งค�ำ  การแบ่งชนดิค�ำ 
เพื่อช่วยให้การแยกค�ำมีความชัดเจนมากขึ้น 
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