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Abstract
	 Chronic Kidney Disease (CKD) is a significant health 
problem affecting populations worldwide. Analyzing and 
predicting the estimated glomerular filtration rate (eGFR) 
is essential for planning patient care at various stages, 
including primary prevention, secondary prevention, and 
tertiary prevention. In this study, we experimented with 
various machine learning models, including Linear 
Regression, Random Forest, Decision Tree, Gradient 
Boosting Machine (GBM), XGBoost, and LightGBM, to 
identify the factors influencing eGFR. We selected the 
most effective model based on performance metrics 
such as Mean Absolute Error (MAE), Mean Squared 
Error (MSE), and R².The results demonstrated that the 
most effective model was Random Forest, with an MAE 
of 0.146688, an MSE of 0.260079, and an R2 of 
0.999688, indicating the highest accuracy across all 
metrics. The R² value, being close to 1, reflects the 
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model's ability to explain the variability in the data 
effectively. Furthermore, the Random Forest model was 
refined using Grid Search, resulting in optimal parameters. 
This model proved to be highly effective in predicting eGFR 
for patisnts with chronic kidney disease (CKD) with a low 
MSE and a high R² score, showcasing its capability for 
accurate outcome predictions. It can be utilized to assess 
the risk of CKD effectively, aiding in the planning and 
prevention of chronic kidney disease more efficiently.
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บทคัดย่อ
	 โรคไตเรือ้รงั (CKD) เป็นปัญหาสขุภาพทีส่�ำคญัซึง่มผีลกระทบ
ต่อประชากรทัว่โลก การวเิคราะห์และท�ำนายค่าการกรองของไต 
(eGFR) เป็นสิง่จ�ำเป็นในการวางแผนการดแูลผูป่้วยในระยะต่าง ๆ 
ทัง้การป้องกนัระดบัปฐมภมู ิ(Primary Prevention) ระดบัทตุยิภมูิ 
(Secondary Prevention) และระดบัตตยิภมิู (Tertiary Prevention) 
ในการศกึษานี ้เราได้ทดลองใช้โมเดลการเรยีนรูข้องเครือ่ง (Machine
Learning) หลากหลายประเภท ได้แก่ Linear Regression, Random 
Forest, Decision Tree, Gradient Boosting Machine (GBM), 
XGBoost และ LightGBM เพือ่ค้นหาปัจจยัทีม่ผีลต่อค่า eGFR 
โดยเลอืกโมเดลทีม่ปีระสทิธภิาพสงูสดุจากการวดัประสทิธภิาพของ
โมเดลด้วยค่า Mean Absolute Error (MAE), Mean Squared 
Error (MSE) และ R² ผลการทดลองแสดงให้เห็นว่าโมเดล 
ทีม่ปีระสทิธภิาพสงูสดุคอื Random Forest โดยมี ค่า MAE เท่ากบั 
0.146688, MSE เท่ากบั 0.260079 และ R² เท่ากบั 0.999688 
ซึง่แสดงให้เห็นถงึความแม่นย�ำสงูทีส่ดุในทกุเมทรกิซ์ โดยค่า R2 

ใกล้เคยีง 1 แสดงถงึความสามารถในการอธบิายความแปรปรวน 

โรงพยาบาลคเูมอืง บรุรีมัย์ 

บทน�ำ
	 โรคไตเร้ือรงั (Chronic Kidney Disease, CKD) เป็นปัญหา

สขุภาพท่ีส�ำคญัทัว่โลก องค์การอนามยัโลก (WHO) ระบวุ่า 

CKD เป็นหนึง่ในสาเหตหุลกัของการเสยีชวีติและความพกิาร 

ท่ัวโลก โดยเฉพาะในกลุม่ประชากรทีม่ปัีจจยัเสีย่ง เช่น ผูป่้วย 

เบาหวานและความดนัโลหติสงู ในรายงานของ WHO เกีย่วกบั

การจัดการและการดูแลผู้ป่วยโรคไตในสถานการณ์ฉุกเฉิน 

ได้เน้นถงึความจ�ำเป็นของการเฝ้าระวงัและประเมนิการท�ำงาน

ของไตโดยใช้ค่าการกรองของไต (eGFR) เพือ่วางแผนการดแูล

และป้องกันการด�ำเนนิของโรคไตเรือ้รงั [2]

	 ส�ำหรับประเทศไทย สถานการณ์โรคไตเรื้อรังยังคงเป็น

ปัญหาที่ทวีความรุนแรงมากข้ึน ข้อมูลจากกรมควบคุมโรค 

กระทรวงสาธารณสุข ระบุว่า จ�ำนวนผูป่้วย CKD ในประเทศไทย

ในข้อมูลได้ดี นอกจากนี้ โมเดล Random Forest ยังได้รับ 
การปรบัปรงุด้วยการใช้ Grid Search ซึง่ส่งผลให้ได้พารามเิตอร์ 
ทีเ่หมาะสมท่ีสดุการสร้างโมเดลนีมี้ประสทิธภิาพสงูในการท�ำนาย 
ค่า eGFR ส�ำหรบัผูป่้วยโรคไตเรือ้รงั (CKD) ด้วยค่า MSE ทีต่�ำ่ 
และ R² Score ทีส่งู แสดงถงึความสามารถในการคาดการณ์
ผลลพัธ์ได้อย่างแม่นย�ำ ซึง่สามารถน�ำไปใช้ในการประเมนิความเสีย่ง
ของโรคไตเรือ้รงัได้อย่างมปีระสทิธภิาพ ช่วยในการวางแผนการดแูล
และป้องกนัโรคไตเรือ้รงัอย่างมปีระสทิธภิาพยิง่ขึน้.

ค�ำส�ำคัญ: โรคไตเรือ้รงั, การป้องกนัระดบัปฐมภมู,ิ การป้องกัน
ระดบัทติุยภมู,ิ การป้องกนัระดบัตติยภมู,ิ การเรยีนรูข้องเครือ่ง, 
การท�ำนายปัจจยัเสีย่ง, ประสทิธภิาพโมเดล 

วนัทีร่บัต้นฉบบั: 10 มถินุายน 2568, วนัทีแ่ก้ไข: 25 กรกฎาคม 
2568, วนัทีต่อบรบั: 1 กนัยายน 2568  

เพิม่ขึน้อย่างต่อเนือ่ง โดยมคีวามเชือ่มโยงกบัพฤตกิรรมสขุภาพ

และปัจจยัเสีย่ง เช่น เบาหวาน ความดนัโลหติสงู และโรคอ้วน 

ซึง่เป็นปัจจยัเสีย่งส�ำคญัในการเกดิโรคไตเรือ้รงั [13]

	 จากข้อมูลของโรงพยาบาลคูเมือง พบว่าจ�ำนวนผู้ป่วยโรค

ไตใน Stage 1 และ Stage 2 มีแนวโน้มที่คงที่หรือเพิ่มขึ้น

เล็กน้อย ในขณะที่จ�ำนวนผู้ป่วยใน Stage 3 มีแนวโน้มเพิ่ม

ขึ้นอย่างต่อเนื่อง จาก 942 คนในปี 2562 เป็น 1,417 คน 

ในปี 2566 นอกจากนี้ ผู้ป่วยใน Stage 4 และ Stage 5 

ก็พบว่ามีแนวโน้มเพิ่มขึ้นเช่นกัน ซึ่งสะท้อนถึงความท้าทาย 

ที่ระบบสาธารณสุขต้องเผชิญในการดูแลผู้ป่วยโรคไตเรื้อรัง

	 การวิเคราะห์ปัจจัยที่ส่งผลต่อค่า eGFR เป็นสิ่งส�ำคัญ 

ในการวางแผนดูแลและป้องกันโรคไต เทคนิคการเรียนรู้ของ

เครื่อง (Machine Learning) ถูกน�ำมาใช้เพื่อคาดการณ์ 

และประเมินความเสี่ยงของโรคไตเรื้อรัง (CKD) ช่วยเพิ่ม

ประสิทธิภาพในการวางแผนการดูแลผู้ป่วย โดยการประเมิน 

eGFR เป็นตัวชี้วัดส�ำคัญในการจัดการโรคไต การใช้เทคนิคนี้

สามารถระบุปัจจัยเสี่ยงที่มีผลต่อ eGFR และพัฒนาแผนการ
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ป้องกันที่เหมาะสมส�ำหรับผู ้ป่วยในแต่ละระยะได้อย่างมี

ประสิทธิภาพ

วัตถุประสงค์ในการวิจัย
	 การวจิยันีม้วีตัถปุระสงค์เพือ่พฒันาและประเมินประสทิธภิาพ

ของโมเดลการเรียนรู้ของเคร่ือง (Machine Learning) ทีส่ามารถ

คาดการณ์ความเสีย่งของโรคไตเรือ้รงั (CKD) โดยการประเมนิ

ค่าการกรองของไต (eGFR) ในผู้ป่วยซ่ึงจะช่วยให้สามารถ

ด�ำเนินการป้องกันและจัดการได้อย่างมีประสิทธิภาพมากขึ้น 

โดยมีวัตถุประสงค์หลักดังนี้:

	 1)	 การประเมินความเสี่ยง: เพื่อประเมินปัจจัยที่มีผลต่อ

การเกิด CKD ในระยะยาว โดยพิจารณาจากปัจจัยที่เกี่ยวข้อง

กับสุขภาพ เช่น อายุ เพศ ประวัติการเป็นโรคเบาหวาน และ

ความดันโลหิต

	 2)	 การพัฒนาโมเดล: เพ่ือพัฒนาโมเดลการเรียนรู้ของ

เครื่องที่มีประสิทธิภาพสูงในการคาดการณ์ค่า eGFR โดยการ

ใช้เทคนิคที่หลากหลาย เช่น Linear Regression, Random 

Forest, Gradient Boosting และ XGBoost

	 3)	 การเปรียบเทียบประสิทธิภาพ: เพื่อเปรียบเทียบ

ประสิทธิภาพของโมเดลต่าง ๆ โดยใช้เมทริกซ์เช่น Mean 

Absolute Error (MAE), Mean Squared Error (MSE) และ 

R2 เพื่อระบุโมเดลที่มีความแม่นย�ำสูงสุด

	 4)	การสนับสนุนการป้องกัน: เพื่อให้ข้อมูลและเครื่องมือ

ท่ีจ�ำเป็นแก่ผู้ให้บริการด้านสุขภาพในการระบุบุคคลที่มีความ

เสี่ยงต่อ CKD และด�ำเนินการป้องกันได้อย่างทันท่วงที

ทบทวนวรรณกรรม
	 การทบทวนวรรณกรรมเกีย่วกบัปัจจยัท่ีส่งผลต่อโรคไตเรือ้รงั

และการใช้ Machine Learning

	 1) ปัจจัยที่ส่งผลต่อโรคไตเรื้อรัง
	 โรคไตเรือ้รงั (Chronic Kidney Disease, CKD) เป็นปัญหา

สุขภาพที่ส�ำคัญที่ได้รับความสนใจจากนักวิจัยและผู้เช่ียวชาญ

ด้านสุขภาพ เนื่องจากส่งผลกระทบต่อคุณภาพชีวิตของผู้ป่วย

และมีอัตราการเกิดที่สูงขึ้นในประชากรหลายกลุ่ม ในการ

ศึกษานี้ ผู้วิจัยมุ่งเน้นไปที่ปัจจัยที่มีอิทธิพลต่อการเกิด CKD 

และการใช้การเรียนรู้ของเครื่อง (Machine Learning: ML) 

เพื่อท�ำนายความเสี่ยงที่เกี่ยวข้องกับโรค

	 CKD ได้รบัอทิธพิลจากหลายปัจจยัทีส่�ำคญั ได้แก่ โรคร่วม 

เช่น ความดันโลหิตสูงและโรคเบาหวาน ซึ่งเป็นปัจจัยหลัก 

ที่เกี่ยวข้องกับการเกิด CKD โดย Pontes et al. [12] พบว่า 

ผูป่้วยทีม่คีวามดนัโลหติสงูทีไ่ม่ได้รบัการควบคมุมคีวามเสีย่งสงู

ท่ีจะพัฒนาเป็น CKD และความเส่ียงน้ีมีแนวโน้มเพิ่มขึ้นใน

กลุม่บคุคลทีข่าดความรูแ้ละการศกึษาเกีย่วกบัโรค นอกจากนี้

ยงัมกีารพบว่าความชกุของโรคเบาหวานในผูป่้วย CKD มอีตัรา

สูงถึง 40% ในบางประชากร ซึ่งแสดงถึงความสัมพันธ์ที่

แข็งแกร่งระหว่างโรคเบาหวานและ CKD

	 การศึกษาโดย Napitupulu et al. [11] และ Pontes et 

al. [12] ช้ีให้เห็นว่าปัจจัยทางพฤติกรรม เช่น การสูบบุหรี่ 

การบริโภคแอลกอฮอล์ และการบริโภคอาหารที่ไม่สมดุล 

มีความสัมพันธ์กับการเกิด CKD พฤติกรรมประจ�ำวันและ 

การเลือกวิถีชีวิตที่ไม่เหมาะสมจึงมีผลกระทบต่อความเสี่ยง 

ที่เพิ่มขึ้นของ CKD ท�ำให้เกิดความจ�ำเป็นในการปรับปรุง

พฤติกรรมเพื่อป้องกันโรค อายุและเพศเป็นปัจจัยส�ำคัญที่มี

อิทธิพลต่อการเกิด CKD โดย Xie & Sheng [4] และ Mbah 

et al. [2]รายงานว่าผู้สูงอายุและเพศชายมีความเสี่ยงสูงต่อ

การเกิด CKD มากกว่ากลุ่มประชากรอื่น ๆ

	 กรมควบคุมโรค ได้ศึกษาและพัฒนาคะแนนความเสี่ยง 

โรคไตใน 10 ปีข้างหน้า (Thai CKD Risk Score) ซึ่งมีการ

ประเมนิผ่านโมเดลทีแ่ตกต่างกนั โดยโมเดลแรกเน้นไปทีปั่จจยั

เสี่ยงพื้นฐาน เช่น อายุ เพศ รอบเอว ประวัติการป่วยโรคเบา

หวาน และระดับความดันโลหิต ในขณะที่โมเดลที่สองรวมถึง

ค่าการกรองของไต (eGFR) เพื่อให้ได้การประเมินความเสี่ยง

ที่แม่นย�ำยิ่งขึ้น [10]

	 2) การใช้ Machine Learning ท�ำนายความเสี่ยงการ
เกิดโรคไตเรื้อรัง
	 การเรียนรู้ของเครื่อง (Machine Learning: ML) ได้รับ

การยอมรับว่าเป็นเครื่องมือที่มีศักยภาพสูงในการท�ำนาย

ผลลัพธ์ของ CKD โดยเฉพาะในการประเมินความเสี่ยงของ 

การพัฒนาไปสู่โรคไตวายระยะสุดท้าย (End-Stage Kidney 

Disease: ESKD) หลายการศึกษารายงานถึงประสิทธิภาพขอ

งอัลกอริธึม ML ในการวินิจฉัย CKD และความแม่นย�ำในการ

ท�ำนายอาการ

	 Bai et al. [10] พบว่าอัลกอริธึม ML เช่น Logistic 

Regression และ Random Forest มีความไวในการท�ำนาย 

ESKD ใกล้เคียงกับ Kidney Failure Risk Equation (KFRE) 

ที่นิยมใช้ นอกจากนี้ Mahbub et al. [5] ยังรายงานว่า Tree-

Based Classifiers มีความแม่นย�ำสูงถึง 100% ในการวินิจฉัย 

CKD แสดงถึงศักยภาพของเทคโนโลยีนี้ในการให้ผลลัพธ์ที่

แม่นย�ำและรวดเร็ว

	 การระบุฟีเจอร์ที่ส�ำคัญในการท�ำนาย CKD ก็มีบทบาท

ส�ำคัญ โดย Mahbub et al. [5] พบว่าฮีโมโกลบินและอัลบูมิ

นเป็นตัวบ่งชี้ทางชีวภาพที่ส�ำคัญ ในขณะที่ Forné et al. [8] 

แสดงให้เห็นว่าตัวบ่งชี้ทางชีวภาพบางชนิดสามารถช่วยเพิ่ม

ความแม่นย�ำในการประเมินความเสี่ยงได้

	 ถึงแม้ว่า ML จะมีศักยภาพสูงในการประเมินความเสี่ยง

และการตัดสินใจทางคลินิก แต่ก็ยังคงมีความท้าทายในการ

Jaimeetham, Predicting estimated glomerular filtration rate
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ตรวจสอบความถกูต้องของโมเดลและการบรูณาการข้อมลูทาง

คลนิกิทีห่ลากหลายเพือ่เพิม่ความแม่นย�ำในการท�ำนาย ความ

ร่วมมือระหว่างนักวิทยาศาสตร์ข้อมูลและแพทย์ผู้เชี่ยวชาญ 

จึงเป็นสิ่งจ�ำเป็นส�ำหรับการพัฒนา ML ในทางปฏิบัติอย่าง 

มีประสิทธิภาพ.

วิธีการศึกษา
	 Study design, settings, and data source 
	 1) การรวบรวมข้อมูล (Data collection) 
	 ผู้วิจัยได้รวบรวมจากฐานข้อมูลการระบบ HIS โดยเขียน  

Query SQL ดึงข้อมูลรายงาน ระหว่างวันที่ 1 ตุลาคม 2563 

– 30 สิงหาคม 2567 ทั้งหมด 58,724 รายการ ข้อมูลส่วน

บุคคลที่สามารถระบุตัวตน ไม่ได้เป็นส่วนหน่ึงของชุดข้อมูล 

ข้อมูลส�ำคัญและเกี่ยวข้องกับการท�ำนายปัจจัยการเกิดโรคไต

วายเรื้อรัง ได้แก่ เพศ อายุ (อายุ 18 ปีขึ้นไป) ค่าความ 

ดนัโลหติ BMI รอบเอว ประวตักิารมโีรคร่วม ได้แก่ เบาหวาน 

ความดนัโลหติสงู โรคหวัใจ ปอดอดุกัน้เรือ้รงั หวัใจและหลอด

เลือด ผลตรวจทางห้องปฏิบัติการได้แก่ ค่า eGFR, HbA1C, 

Urine_albumin,HDL ,Cholesterol ประวัติการดื่มสุรา 

ประวตักิารสบูบหุรี ่ค�ำนวณค่า CKD risk scores, CKD stage 
	 2) เตรียมข ้อมูล (Data Cleansing/Data 
Preprocessing)
	 a) การตรวจสอบข้อมูลที่ขาดหาย (Missing Data 

Handling)

 

รูปที่ 1 ตรวจสอบขอมูลที่ขาดหาย

	 b)จัดการข้อมูลที่ขาดหายโดยเติมค่าMean ในคอลัมม์ที่

เป็นตัวเลข

 

ความเส่ียงน้ีมีแนวโน้มเพิ่มข้ึนในกลุ่มบุคคลท่ีขาดความรู้และ
การศึกษาเก่ียวกับโรค นอกจากน้ีย ังมีการพบว่าความชุกของ
โรคเบาหวานในผูป่้วย CKD มีอตัราสูงถึง 40% ในบางประชากร ซ่ึง
แสดงถึงความสมัพนัธ์ท่ีแขง็แกร่งระหวา่งโรคเบาหวานและ CKD 

ก า ร ศึ ก ษ า โ ด ย  Napitupulu et al. [11] แ ล ะ  Pontes et al. 
[12]ช้ีให้เห็นว่าปัจจยัทางพฤติกรรม เช่น การสูบบุหร่ี การบริโภค
แอลกอฮอล์ และการบริโภคอาหารท่ีไม่สมดุล มีความสัมพนัธ์กับ
การเกิด CKD พฤติกรรมประจ าวันและการเลือกวิถี ชี วิตท่ีไม่
เหมาะสมจึงมีผลกระทบต่อความเส่ียงท่ีเพิ่มข้ึนของ CKD ท าให้เกิด
ความจ าเป็นในการปรับปรุงพฤติกรรมเพื่อป้องกนัโรค อายุและเพศ
เป็นปัจจยัส าคญัท่ีมีอิทธิพลต่อการเกิด CKD โดย Xie & Sheng [4] 
และ Mbah et al. [2]รายงานว่าผูสู้งอายแุละเพศชายมีความเส่ียงสูงต่อ
การเกิด CKD มากกวา่กลุ่มประชากรอ่ืน ๆ 

กรมควบคุมโรค ไดศึ้กษาและพฒันาคะแนนความเส่ียงโรคไตใน 
10 ปีขา้งหน้า (Thai CKD Risk Score) ซ่ึงมีการประเมินผ่านโมเดลท่ี
แตกต่างกนั โดยโมเดลแรกเนน้ไปท่ีปัจจยัเส่ียงพื้นฐาน เช่น อาย ุเพศ 
รอบเอว ประวติัการป่วยโรคเบาหวาน และระดับความดันโลหิต 
ในขณะท่ีโมเดลท่ีสองรวมถึงค่าการกรองของไต (eGFR) เพื่อให้ได้
การประเมินความเส่ียงท่ีแม่นย  ายิง่ข้ึน[10] 

2) การใช้ Machine Learning ท านายความเส่ียงการเกิดโรคไต
เร้ือรัง 

การเรียนรู้ของเคร่ือง (Machine Learning: ML) ไดรั้บการยอมรับ
ว่าเป็นเคร่ืองมือท่ีมีศักยภาพสูงในการท านายผลลัพธ์ของ CKD 
โดยเฉพาะในการประเมินความเส่ียงของการพฒันาไปสู่โรคไตวาย
ระยะสุดท้าย (End-Stage Kidney Disease: ESKD) หลายการศึกษา
รายงานถึงประสิทธิภาพของอัลกอริธึม ML ในการวินิจฉัย CKD 
และความแม่นย  าในการท านายอาการ 

Bai et al. [10] พบว่าอลักอริธึม ML เช่น Logistic Regression และ 
Random Forest มีความไวในการท านาย ESKD ใกลเ้คียงกบั Kidney 
Failure Risk Equation (KFRE) ท่ีนิยมใช้ นอกจากน้ี Mahbub et al. 
[5] ยงัรายงานว่า Tree-Based Classifiers มีความแม่นย  าสูงถึง 100% 
ในการวินิจฉยั CKD แสดงถึงศกัยภาพของเทคโนโลยีน้ีในการให้ผล
ลพัธ์ท่ีแม่นย  าและรวดเร็ว 

การระบุฟีเจอร์ท่ีส าคญัในการท านาย CKD กมี็บทบาทส าคญั โดย 
Mahbub et al. [5] พบว่าฮีโมโกลบินและอัลบูมินเป็นตัวบ่งช้ีทาง

ชีวภาพท่ีส าคญั ในขณะท่ี Forné et al. [8] แสดงให้เห็นวา่ตวับ่งช้ีทาง
ชีวภาพบางชนิดสามารถช่วยเพิ่มความแม่นย  าในการประเมินความ
เส่ียงได ้

ถึงแมว้่า ML จะมีศกัยภาพสูงในการประเมินความเส่ียงและการ
ตดัสินใจทางคลินิก แต่ก็ยงัคงมีความทา้ทายในการตรวจสอบความ
ถูกตอ้งของโมเดลและการบูรณาการขอ้มูลทางคลินิกท่ีหลากหลาย
เพื่ อ เพิ่ ม ความแม่ น ย  าในการท าน าย  ความ ร่วม มือระหว่ าง
นกัวิทยาศาสตร์ขอ้มูลและแพทยผ์ูเ้ช่ียวชาญจึงเป็นส่ิงจ าเป็นส าหรับ
การพฒันา ML ในทางปฏิบติัอยา่งมีประสิทธิภาพ. 

I. วธีิการศึกษา 
Study design, settings, and data source  

1) การรวบรวมข้อมูล (Data collection)  
ผูว้ิจยัไดร้วบรวมจากฐานขอ้มูลการระบบ HIS โดยเขียน  Query 

SQL ดึงขอ้มูลรายงาน ระหว่างวนัท่ี 1 ตุลาคม 2563 – 30 สิงหาคม 
2567  ทั้งหมด  58,724 รายการ ขอ้มูลส่วนบุคคลท่ีสามารถระบุ
ตวัตน ไม่ไดเ้ป็นส่วนหน่ึงของชุดขอ้มูล ขอ้มูลส าคญัและเก่ียวขอ้ง
กบัการท านายปัจจยัการเกิดโรคไตวายเร้ือรัง ไดแ้ก่ เพศ อาย ุ (อาย ุ
18 ปีข้ึนไป) ค่าความดนัโลหิต BMI รอบเอว ประวติัการมีโรคร่วม 
ไดแ้ก่ เบาหวาน ความดนัโลหิตสูง โรคหวัใจ ปอดอุดกั้นเร้ือรัง หวัใจ
และหลอดเลือด ผลตรวจทางหอ้งปฏิบติัการไดแ้ก่ ค่า eGFR, 
HbA1C,Urine_albumin,HDL ,Cholesterol ประวติัการด่ืมสุรา 
ประวติัการสูบบุหร่ี ค านวณค่า  CKD risk scores, CKD stage  

2) เตรียมข้อมูล (Data Cleansing/Data Preprocessing) 
a) การตรวจสอบข้อมลูท่ีขาดหาย (Missing Data Handling) 

 
รูปท่ี 1 ตรวจสอบขอมูลท่ีขาดหาย 

 
b)จัดการข้อมลูท่ีขาดหายโดยเติมค่าMean ในคอลัมม์ท่ีเป็นตัวเลข 

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  

รูปที่ 2 เติมค่าข้อมูลที่ขาดหาย 

	 c) การแปลงข้อมูล (Data Transformation) แปลงค่า 

คอลัมม์ที่เป็น Object ให้เป็น Numberlic

 

รูปที่3 แปลงค่าข้อมูล

	 d) ตรวจสอบข้อมูลหลังมีการแปลงข้อมูลเพื่อให้มั่นใจว่า

ข้อมูลใช้ได้ 

 

รูปที่ 4 ตรวจสอบข้อมูลหลังแปลงค่า

	 e) ตรวจสอบข้อมลูความสมัพนัธ์และวเิคราะห์การกระจาย

ตวัข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ

ความสัมพันธ์ของค่า  eGFR และตัวแปรอื่นๆ เพื่อจัดการก่อน

เข้า Model 

	 f) relationship between eGFR and chronic conditions

 

รูปที่ 5 ความสัมพันธ์ของค่าไตและโรคเรื้อรังอื่น

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  
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	 5) ปรับปรุงประสิทธิภาพของโมเดลและเมินผลซ�้ำ จากการใช้ 
K-FOLD CROSS-VALIDATION
 

	 g) relationship between eGFR and  CKD Risk score

 
	 4) การทดสอบโมเดล 
	 a) แบ่งข้อมูลออกเป็นชุดฝึก (Training Set) และชุด

ทดสอบ (Test Set) โดยใช้ train_test_split เพื่อประเมิน

ประสิทธิภาพของโมเดลได้อย่างถูกต้อง

	 b) เลือกโมเดล Machine Learning เพื่อเปรียบเทียบ

ประสทิธภิาพของโมเดล ได้แก่ Linear Regression,Random 

Forest,DecisionTreeRegressor,GradientBoostingRegressor, 

XGBoost,LightGBM

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  

รูปที่ 6 แสดงความสัมพันธ์ค่า eGFRและ Risk score

 

รูปที่ 7 แสดงความสัมพันธ์ค่า eGFRและ Risk score

ที่ไม่ใช้eGFR

	 c) relationship between eGFR and HDL, Cholesteral

 

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  

 
รูปท่ี 2 เติมค่าขอ้มูลท่ีขาดหาย  

 

c) การแปลงข้อมลู (Data Transformation) แปลงค่า คอลมัม์ท่ีเป็น  
Object  ให้เป็น Numberlic 

 
รูปท่ี3 แปลงค่าขอ้มูล 

 
d) ตรวจสอบข้อมลูหลงัมกีารแปลงข้อมลูเพ่ือให้มัน่ใจว่าข้อมลู

ใช้ได้  

 
รูปท่ี 4 ตรวจสอบขอ้มูลหลงัแปลงค่า 

e) ตรวจสอบข้อมลูความสัมพันธ์และวิเคราะห์การกระจายตัว
ข้องข้อมลู (Correlation Matrix)หลงัแปลงข้อมลู ตรวจสอบ
ความสัมพันธ์ของค่า  eGFR และตัวแปรอ่ืนๆ เพ่ือจัดการก่อนเข้า 
Model  

f) relationship between eGFR and chronic conditions 

 
รูปท่ี 5 ความสมัพนัธข์องค่าไตและโรคเร้ือรังอ่ืน 

g) relationship between eGFR and  CKD Risk score 

 
รูปท่ี 6 แสดงความสมัพนัธ์ค่า eGFRและ Risk score 

 
รูปท่ี 7 แสดงความสมัพนัธ์ค่า eGFRและ Risk score ท่ีไม่ใชe้GFR 

 
c) relationship between eGFR and HDL, Cholesteral 

 
รูปท่ี 8 แสดงความสมัพนัธ์ค่า eGFR และค่า HDL ,Choresteral  รูปที่ 8 แสดงความสัมพันธ์ค่า eGFR และค่า HDL 

Choresteral 

 

 
รูปท่ี 9 แสดงการกระจายตวัค่า eGFR  

 
4) การทดสอบโมเดล  

a) แบ่งข้อมลูออกเป็นชุดฝึก (Training Set) และชุดทดสอบ 
(Test Set) โดยใช้ train_test_split เพ่ือประเมินประสิทธิภาพของ
โมเดลได้อย่างถูกต้อง 

b) เลือกโมเดล Machine Learning เพ่ือเปรียบเทียบ
ประสิทธิภาพของโมเดล   ได้แก่ Linear Regression,Random 
Forest,DecisionTreeRegressor,GradientBoostingRegressor,XGB
oost,LightGBM 

โมเดล MAE (Mean 
Absolute Error) 

MSE (Mean 
Squared Error) 

Linear Regression 5.978752 60.285084 
Random Forest 0.146688 0.260079 
Decision Tree 0.230314 0.927988 
GBM 1.688123 5.235314 
XGBoost 0.459021 1.107133 
LightGBM 0.593546 2.408107 

ตารางท่ี 1 ผลการทดสอบโมเดล 

5) ปรับปรุงประสิทธิภาพของโมเดล และเมินผลซ ้า จากการใช้ K-
FOLD CROSS-VALIDATION 

 
รูปท่ี 10 แสดงผลการปรับปรุงประสิทธิภาพของโมเดล 

6) ค านวณค่าคาดการณ์จากโมเดลท่ีดีท่ีสุดและแสดงความสัมพนัธ์
ระหว่างค่าคาดการณ์และค่าจริง 

 
รูปท่ี 11 แสดงความสัมพนัธ์ระหวา่งค่าคาดการและค่าจริง   

7) การน าข้อมูลเข้าเพ่ือทดสอบโมเดล  

a) น าเข้าโมดูล os เพ่ือใช้งานกับระบบไฟล์ 
b) น าเข้าโมดูล pickle ส าหรับการแปลง Objectใน Python เป็นบิต

และการอ่านบิตกลบัมาเป็น Object 
c) ก าหนดเส้นทางไปยังไฟล์โมเดลท่ีบันทึกไว้ (model.pkl) โดย

ใช้ os.getcwd เพ่ือรับต าแหน่งปัจจุบันของโฟลเดอร์ท่ีท างาน 
d) โหลดโมเดลท่ีบันทึกไว้ในไฟล์ model.pkl โดยเปิดไฟล์ใน

โหมดอ่านแบบ Bainary 
e) ท านายค่าจากข้อมูลทดสอบ และแสดงผลลัพธ์การท านายค่า 

eGFR 

II. ผลการศึกษาและการอภิปรายผล 
1) ผลการศึกษา 
a) เปรียบเทียบประสิทธิภาพของ Model  

Linear Regression: MAE: 5.978752 MSE: 60.285084 R²: 
0.927750 โมเดล Linear Regression มีค่าความผิดพลาดสูงและแสดง
ถึงความแม่นย  านอ้ยเม่ือเปรียบเทียบกบัโมเดลอ่ืน ๆ 

Random Forest: MAE: 0.146688 MSE: 0.260079 R²: 0.999688 
การวิเคราะห์: Random Forest แสดงให้เห็นถึงความแม่นย  าสูงท่ีสุด
ในทุกเมทริกซ์ โดยค่า R² ใกลเ้คียง 1 แสดงถึงความสามารถในการ
อธิบายความแปรปรวนในขอ้มูลไดดี้ 

Decision Tree: MAE: 0.230314 MSE: 0.927988 R²: 0.998888
การวิเคราะห์: แมว้่า Decision Tree จะแสดงผลลพัธ์ท่ีดี แต่ก็มีความ
แม่นย  านอ้ยกวา่ Random Forest 

รูปที่ 9 แสดงการกระจายตัวค่า eGFR 

 
รูปท่ี 9 แสดงการกระจายตวัค่า eGFR  

 
4) การทดสอบโมเดล  

a) แบ่งข้อมลูออกเป็นชุดฝึก (Training Set) และชุดทดสอบ 
(Test Set) โดยใช้ train_test_split เพ่ือประเมินประสิทธิภาพของ
โมเดลได้อย่างถูกต้อง 

b) เลือกโมเดล Machine Learning เพ่ือเปรียบเทียบ
ประสิทธิภาพของโมเดล   ได้แก่ Linear Regression,Random 
Forest,DecisionTreeRegressor,GradientBoostingRegressor,XGB
oost,LightGBM 

โมเดล MAE (Mean 
Absolute Error) 

MSE (Mean 
Squared Error) 

Linear Regression 5.978752 60.285084 
Random Forest 0.146688 0.260079 
Decision Tree 0.230314 0.927988 
GBM 1.688123 5.235314 
XGBoost 0.459021 1.107133 
LightGBM 0.593546 2.408107 

ตารางท่ี 1 ผลการทดสอบโมเดล 

5) ปรับปรุงประสิทธิภาพของโมเดล และเมินผลซ ้า จากการใช้ K-
FOLD CROSS-VALIDATION 

 
รูปท่ี 10 แสดงผลการปรับปรุงประสิทธิภาพของโมเดล 

6) ค านวณค่าคาดการณ์จากโมเดลท่ีดีท่ีสุดและแสดงความสัมพนัธ์
ระหว่างค่าคาดการณ์และค่าจริง 

 
รูปท่ี 11 แสดงความสัมพนัธ์ระหวา่งค่าคาดการและค่าจริง   

7) การน าข้อมูลเข้าเพ่ือทดสอบโมเดล  

a) น าเข้าโมดูล os เพ่ือใช้งานกับระบบไฟล์ 
b) น าเข้าโมดูล pickle ส าหรับการแปลง Objectใน Python เป็นบิต

และการอ่านบิตกลบัมาเป็น Object 
c) ก าหนดเส้นทางไปยังไฟล์โมเดลท่ีบันทึกไว้ (model.pkl) โดย

ใช้ os.getcwd เพ่ือรับต าแหน่งปัจจุบันของโฟลเดอร์ท่ีท างาน 
d) โหลดโมเดลท่ีบันทึกไว้ในไฟล์ model.pkl โดยเปิดไฟล์ใน

โหมดอ่านแบบ Bainary 
e) ท านายค่าจากข้อมูลทดสอบ และแสดงผลลัพธ์การท านายค่า 

eGFR 

II. ผลการศึกษาและการอภิปรายผล 
1) ผลการศึกษา 
a) เปรียบเทียบประสิทธิภาพของ Model  

Linear Regression: MAE: 5.978752 MSE: 60.285084 R²: 
0.927750 โมเดล Linear Regression มีค่าความผิดพลาดสูงและแสดง
ถึงความแม่นย  านอ้ยเม่ือเปรียบเทียบกบัโมเดลอ่ืน ๆ 

Random Forest: MAE: 0.146688 MSE: 0.260079 R²: 0.999688 
การวิเคราะห์: Random Forest แสดงให้เห็นถึงความแม่นย  าสูงท่ีสุด
ในทุกเมทริกซ์ โดยค่า R² ใกลเ้คียง 1 แสดงถึงความสามารถในการ
อธิบายความแปรปรวนในขอ้มูลไดดี้ 

Decision Tree: MAE: 0.230314 MSE: 0.927988 R²: 0.998888
การวิเคราะห์: แมว้่า Decision Tree จะแสดงผลลพัธ์ท่ีดี แต่ก็มีความ
แม่นย  านอ้ยกวา่ Random Forest 

 
รูปท่ี 9 แสดงการกระจายตวัค่า eGFR  

 
4) การทดสอบโมเดล  

a) แบ่งข้อมลูออกเป็นชุดฝึก (Training Set) และชุดทดสอบ 
(Test Set) โดยใช้ train_test_split เพ่ือประเมินประสิทธิภาพของ
โมเดลได้อย่างถูกต้อง 

b) เลือกโมเดล Machine Learning เพ่ือเปรียบเทียบ
ประสิทธิภาพของโมเดล   ได้แก่ Linear Regression,Random 
Forest,DecisionTreeRegressor,GradientBoostingRegressor,XGB
oost,LightGBM 

โมเดล MAE (Mean 
Absolute Error) 

MSE (Mean 
Squared Error) 

Linear Regression 5.978752 60.285084 
Random Forest 0.146688 0.260079 
Decision Tree 0.230314 0.927988 
GBM 1.688123 5.235314 
XGBoost 0.459021 1.107133 
LightGBM 0.593546 2.408107 

ตารางท่ี 1 ผลการทดสอบโมเดล 

5) ปรับปรุงประสิทธิภาพของโมเดล และเมินผลซ ้า จากการใช้ K-
FOLD CROSS-VALIDATION 

 
รูปท่ี 10 แสดงผลการปรับปรุงประสิทธิภาพของโมเดล 

6) ค านวณค่าคาดการณ์จากโมเดลท่ีดีท่ีสุดและแสดงความสัมพนัธ์
ระหว่างค่าคาดการณ์และค่าจริง 

 
รูปท่ี 11 แสดงความสัมพนัธ์ระหวา่งค่าคาดการและค่าจริง   

7) การน าข้อมูลเข้าเพ่ือทดสอบโมเดล  

a) น าเข้าโมดูล os เพ่ือใช้งานกับระบบไฟล์ 
b) น าเข้าโมดูล pickle ส าหรับการแปลง Objectใน Python เป็นบิต

และการอ่านบิตกลบัมาเป็น Object 
c) ก าหนดเส้นทางไปยังไฟล์โมเดลท่ีบันทึกไว้ (model.pkl) โดย

ใช้ os.getcwd เพ่ือรับต าแหน่งปัจจุบันของโฟลเดอร์ท่ีท างาน 
d) โหลดโมเดลท่ีบันทึกไว้ในไฟล์ model.pkl โดยเปิดไฟล์ใน

โหมดอ่านแบบ Bainary 
e) ท านายค่าจากข้อมูลทดสอบ และแสดงผลลัพธ์การท านายค่า 

eGFR 

II. ผลการศึกษาและการอภิปรายผล 
1) ผลการศึกษา 
a) เปรียบเทียบประสิทธิภาพของ Model  

Linear Regression: MAE: 5.978752 MSE: 60.285084 R²: 
0.927750 โมเดล Linear Regression มีค่าความผิดพลาดสูงและแสดง
ถึงความแม่นย  านอ้ยเม่ือเปรียบเทียบกบัโมเดลอ่ืน ๆ 

Random Forest: MAE: 0.146688 MSE: 0.260079 R²: 0.999688 
การวิเคราะห์: Random Forest แสดงให้เห็นถึงความแม่นย  าสูงท่ีสุด
ในทุกเมทริกซ์ โดยค่า R² ใกลเ้คียง 1 แสดงถึงความสามารถในการ
อธิบายความแปรปรวนในขอ้มูลไดดี้ 

Decision Tree: MAE: 0.230314 MSE: 0.927988 R²: 0.998888
การวิเคราะห์: แมว้่า Decision Tree จะแสดงผลลพัธ์ท่ีดี แต่ก็มีความ
แม่นย  านอ้ยกวา่ Random Forest 

รูปที่ 10 แสดงผลการปรับปรุงประสิทธิภาพของโมเดล

	 6) ค�ำนวณค่าคาดการณ์จากโมเดลที่ดีที่สุดและแสดงความ
สัมพันธ์ระหว่างค่าคาดการณ์และค่าจริง
 

รูปที่ 11 แสดงความสัมพันธ์ระหว่างค่าคาดการและค่าจริง 

 
รูปท่ี 9 แสดงการกระจายตวัค่า eGFR  

 
4) การทดสอบโมเดล  

a) แบ่งข้อมลูออกเป็นชุดฝึก (Training Set) และชุดทดสอบ 
(Test Set) โดยใช้ train_test_split เพ่ือประเมินประสิทธิภาพของ
โมเดลได้อย่างถูกต้อง 

b) เลือกโมเดล Machine Learning เพ่ือเปรียบเทียบ
ประสิทธิภาพของโมเดล   ได้แก่ Linear Regression,Random 
Forest,DecisionTreeRegressor,GradientBoostingRegressor,XGB
oost,LightGBM 

โมเดล MAE (Mean 
Absolute Error) 

MSE (Mean 
Squared Error) 

Linear Regression 5.978752 60.285084 
Random Forest 0.146688 0.260079 
Decision Tree 0.230314 0.927988 
GBM 1.688123 5.235314 
XGBoost 0.459021 1.107133 
LightGBM 0.593546 2.408107 

ตารางท่ี 1 ผลการทดสอบโมเดล 

5) ปรับปรุงประสิทธิภาพของโมเดล และเมินผลซ ้า จากการใช้ K-
FOLD CROSS-VALIDATION 

 
รูปท่ี 10 แสดงผลการปรับปรุงประสิทธิภาพของโมเดล 

6) ค านวณค่าคาดการณ์จากโมเดลท่ีดีท่ีสุดและแสดงความสัมพนัธ์
ระหว่างค่าคาดการณ์และค่าจริง 

 
รูปท่ี 11 แสดงความสัมพนัธ์ระหวา่งค่าคาดการและค่าจริง   

7) การน าข้อมูลเข้าเพ่ือทดสอบโมเดล  

a) น าเข้าโมดูล os เพ่ือใช้งานกับระบบไฟล์ 
b) น าเข้าโมดูล pickle ส าหรับการแปลง Objectใน Python เป็นบิต

และการอ่านบิตกลบัมาเป็น Object 
c) ก าหนดเส้นทางไปยังไฟล์โมเดลท่ีบันทึกไว้ (model.pkl) โดย

ใช้ os.getcwd เพ่ือรับต าแหน่งปัจจุบันของโฟลเดอร์ท่ีท างาน 
d) โหลดโมเดลท่ีบันทึกไว้ในไฟล์ model.pkl โดยเปิดไฟล์ใน

โหมดอ่านแบบ Bainary 
e) ท านายค่าจากข้อมูลทดสอบ และแสดงผลลัพธ์การท านายค่า 

eGFR 

II. ผลการศึกษาและการอภิปรายผล 
1) ผลการศึกษา 
a) เปรียบเทียบประสิทธิภาพของ Model  

Linear Regression: MAE: 5.978752 MSE: 60.285084 R²: 
0.927750 โมเดล Linear Regression มีค่าความผิดพลาดสูงและแสดง
ถึงความแม่นย  านอ้ยเม่ือเปรียบเทียบกบัโมเดลอ่ืน ๆ 

Random Forest: MAE: 0.146688 MSE: 0.260079 R²: 0.999688 
การวิเคราะห์: Random Forest แสดงให้เห็นถึงความแม่นย  าสูงท่ีสุด
ในทุกเมทริกซ์ โดยค่า R² ใกลเ้คียง 1 แสดงถึงความสามารถในการ
อธิบายความแปรปรวนในขอ้มูลไดดี้ 

Decision Tree: MAE: 0.230314 MSE: 0.927988 R²: 0.998888
การวิเคราะห์: แมว้่า Decision Tree จะแสดงผลลพัธ์ท่ีดี แต่ก็มีความ
แม่นย  านอ้ยกวา่ Random Forest 

Jaimeetham, Predicting estimated glomerular filtration rate
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 	 7) การน�ำข้อมูลเข้าเพื่อทดสอบโมเดล 
	 a)	 น�ำเข้าโมดูล os เพื่อใช้งานกับระบบไฟล์

	 b)	 น�ำเข้าโมดูล pickle ส�ำหรับการแปลง Object ใน 

Python เป็นบิตและการอ่านบิตกลับมาเป็น Object

	 c)	 ก�ำหนดเส้นทางไปยงัไฟล์โมเดลทีบ่นัทกึไว้ (model.pkl) 

โดยใช้ os.getcwd เพ่ือรับต�ำแหน่งปัจจบัุนของโฟลเดอร์ทีท่�ำงาน

	 d)	 โหลดโมเดลทีบ่นัทกึไว้ในไฟล์ model.pkl โดยเปิดไฟล์

ในโหมดอ่านแบบ Bainary

	 e)	 ท�ำนายค่าจากข้อมูลทดสอบ และแสดงผลลัพธ์การ

ท�ำนายค่า eGFR

ผลการศึกษาและการอภิปรายผล
	 1) ผลการศึกษา
	 a) เปรียบเทียบประสิทธิภาพของ Model 

	 Linear Regression: MAE: 5.978752 MSE: 60.285084 

R2: 0.927750 โมเดล Linear Regression มีค่าความ 

ผดิพลาดสงูและแสดงถงึความแม่นย�ำน้อยเมือ่เปรยีบเทยีบกบั

โมเดลอื่น ๆ

	 Random Forest: MAE: 0.146688 MSE: 0.260079 

R2: 0.999688 การวเิคราะห์: Random Forest แสดงให้เหน็ถงึ

ความแม่นย�ำสงูทีส่ดุในทกุเมทรกิซ์ โดยค่า R2 ใกล้เคยีง 1 แสดง

ถงึความสามารถในการอธบิายความแปรปรวนในข้อมลูได้ดี

	 Decision Tree: MAE: 0.230314 MSE: 0.927988 R2: 

0.998888การวิเคราะห์: แม้ว่า Decision Tree จะแสดง

ผลลัพธ์ที่ดี แต่ก็มีความแม่นย�ำน้อยกว่า Random Forest

	 GBM (Gradient Boosting): MAE: 1.688123 MSE: 

5.235314 R²: 0.993726 การวิเคราะห์: GBM มีค่าความ

แม่นย�ำต�่ำกว่า Random Forest และ Decision Tree

	 XGBoost: MAE: 0.459021 MSE: 1.107133 R2: 

0.998673 การวเิคราะห์: XGBoost แสดงประสทิธภิาพทีด่ ีแต่

ยงัไม่สามารถเทยีบเท่ากบั Random Forest หรอื Decision Tree

	 LightGBM: MAE: 0.593546 MSE: 2.408107 R2: 

0.997114การวิเคราะห์: LightGBM มีค่าความแม่นย�ำสูง แต่

ยังคงต�่ำกว่า Random Forest และ Decision Tree

	 สรุปผลการเปรียบเทียบ Random Forest เป็นโมเดลที่มี

ประสิทธิภาพสูงที่สุดในการท�ำนายค่า eGFR โดยมีค่า MAE 

และ MSE ต�่ำที่สุด พร้อมกับค่า R² ที่ใกล้เคียง 1 Decision 

Tree และ XGBoost ก็แสดงผลลัพธ์ที่ดี แต่ไม่สามารถแข่งขัน

กับ Random Forest ได้ Linear Regression เป็นโมเดลที่มี

ความแม่นย�ำน้อยทีส่ดุในกลุม่นี ้โมเดลเหล่านีจ้ะใช้ในการจ�ำแนก

ประเภทได้ด ีแต่กส็ามารถน�ำมาใช้ในงานท�ำนายค่าต่อเนือ่งได้

เช่นกัน โดยเฉพาะในกรณีที่ข้อมูลมีความซับซ้อนหรือไม่เป็น

เส้นตรง (non-linear relationships) โมเดลเช่น Random 

Forest และ Decision Tree มีความสามารถในการจัดการ

ข้อมูลที่มีความไม่เป็นเชิงเส้นและความซับซ้อนสูง ซึ่งท�ำให้มี

ความเหมาะสมกับงานท�ำนายค่าต่อเนื่องในงานวิจัยนี้

	 b)ประสิทธิภาพของโมเดลที่ได้รับการปรับแต่ง (Tuned 

Model Performance)

	 โมเดล Random Forest ทีไ่ด้รบัการปรบัแต่งประสทิธภิาพ

ของ Model สรุปผลการปรับแต่งโมเดล Random Forrest 

ทดสอบด้วยการใช้ 3 folds ส�ำหรับ 108 candidates รวม

ทั้งหมด 324 fits ในการปรับแต่งโมเดล พบพารามิเตอร์ที่ดี

ที่สุดคือ  

max_depth: None (ไม่มีการจ�ำกัดความลึกของต้นไม้)   

min_samples_leaf: 1 (จ�ำนวนตัวอย่างขั้นต�ำ่ในใบไม้) min_

samples_split: 2 (จ�ำนวนตัวอย่างขั้นต�ำ่ส�ำหรับการแบ่ง)

n_estimators: 100 (จ�ำนวนต้นไม้ในโมเดล Random Forest)

	 ผลการประเมินโมเดล Mean Squared Error (MSE): 

0.260079 ค่านี้ต�่ำมาก แสดงให้เห็นว่าโมเดลมีความแม่นย�ำ

สูงในการท�ำนาย

	 R2 Score: 0.999688 Mean Squared Error (MSE): 

ค่าใกล้เคียง 1 แสดงว่าโมเดลสามารถอธิบายความแปรปรวน

ในข้อมูลได้อย่างมีประสิทธิภาพ การปรับแต่งโมเดลแสดง 

ให้เห็นว่าโมเดล Random Forest ที่ได้มีความสามารถในการ

ท�ำนายที่ดีมาก มีพารามิเตอร์ที่เหมาะสมในการท�ำงาน 

นอกจากนี้ยังมีความแม่นย�ำสูงเมื่อประเมินผลด้วย MSE และ 

R2 Score

	 c) การวเิคราะห์ผลการตรวจสอบข้าม (Cross-Validation)

	 ในขั้นตอนการประเมินโมเดล เราได้ใช้การตรวจสอบข้าม 

(Cross-Validation) เพื่อวัดความสามารถของโมเดลในชุด

ข้อมลูทีแ่ตกต่างกนั โดยเฉพาะในการท�ำนายค่า eGFR ส�ำหรบั

ผู้ป่วยโรคไตเรื้อรัง (CKD) ผลการตรวจสอบข้ามแสดงราย

ละเอียดดังนี้:

MSE Scores:[0.30052344, 1.13342901, 0.27499768, 

1.24587703, 3.45270518]

Mean MSE: ค่า Mean MSE ที่ประมาณ 1.2815 แสดงถึง

ค่าความผิดพลาดเฉลี่ยในการท�ำนายของโมเดล แสดงให้เห็น

ตารางที่ 2 เปรียบเทียบประสิทธิภาพของ Model

GBM (Gradient Boosting): MAE: 1.688123 MSE: 5.235314 
R²: 0.993726 การวิเคราะห์: GBM มีค่าความแม่นย  าต ่ากว่า Random 
Forest และ Decision Tree 

XGBoost: MAE: 0.459021 MSE: 1.107133 R²: 0.998673 ก าร
วิ เคราะห์ : XGBoost แสดงประสิทธิภาพท่ี ดี  แต่ย ังไม่สามารถ
เทียบเท่ากบั Random Forest หรือ Decision Tree 

LightGBM: MAE: 0.593546 MSE: 2.408107 R²: 0.997114การ
วิเคราะห์: LightGBM มีค่าความแม่นย  าสูง แต่ยงัคงต ่ากว่า Random 
Forest และ Decision Tree 
โมเดล MAE  MSE  R²  
Linear Regression 5.978752 60.285084 0.927750 
Random Forest 0.146688 0.260079 0.999688 
Decision Tree 0.230314 0.927988 0.998888 
GBM(Gradient 
Boosting) 

1.688123 5.235314 0.993726 
XGBoost 0.459021 1.107133 0.998673 
LightGBM 0.593546 2.408107 0.997114 

ตารางท่ี 2 เปรียบเทียบประสิทธิภาพของ Model 
ส รุป ผลก าร เป รี ยบ เที ยบ  Random Forest เป็ น โม เดล ท่ี มี

ประสิทธิภาพสูงท่ีสุดในการท านายค่า eGFR โดยมีค่า MAE และ 
MSE ต ่ าท่ี สุด  พ ร้อมกับค่ า R² ท่ี ใกล้เคียง 1 Decision Tree และ 
XGBoost ก็แสดงผลลัพธ์ท่ี ดี แต่ไม่สามารถแข่งขันกับ Random 
Forest ได ้Linear Regression เป็นโมเดลท่ีมีความแม่นย  านอ้ยท่ีสุดใน
กลุ่มน้ี โมเดลเหล่าน้ีจะใช้ในการจ าแนกประเภทไดดี้ แต่ก็สามารถ
น ามาใช้ในงานท านายค่าต่อเน่ืองได้เช่นกัน โดยเฉพาะในกรณีท่ี
ขอ้มูลมีความซับซ้อนหรือไม่เป็นเส้นตรง (non-linear relationships) 
โมเดลเช่น Random Forest และ Decision Tree มีความสามารถใน
การจดัการขอ้มูลท่ีมีความไม่เป็นเชิงเส้นและความซบัซ้อนสูง ซ่ึงท า
ใหมี้ความเหมาะสมกบังานท านายค่าต่อเน่ืองในงานวิจยัน้ี 

b)ป ร ะ สิ ท ธิ ภ ำพ ข อ ง โม เด ล ที่ ไ ด้ รั บ ก ำ ร ป รั บ แ ต่ ง  ( Tuned Model 
Performance) 

โมเดล Random Forest ท่ีได้รับการปรับแต่งประสิทธิภาพของ  
Model  สรุปผลการปรับแต่งโมเดล Random Forrest ทดสอบด้วย
การใช้ 3 folds ส าหรับ 108 candidates รวมทั้งหมด 324 fits ในการ
ปรับแต่งโมเดล พบพารามิเตอร์ท่ีดีท่ีสุดคือ   

max_depth: None (ไ ม่ มี ก า ร จ า กั ด ค ว า ม ลึ ก ข อ ง ต้ น ไ ม้ )   
min_samples_leaf: 1 (จ า น ว น ตั ว อ ย่ า ง ขั้ น ต ่ า ใ น ใ บ ไ ม้ ) 
min_samples_split: 2 (จ านวนตวัอยา่งขั้นต ่าส าหรับการแบ่ง) 
n_estimators: 100 (จ านวนตน้ไมใ้นโมเดล Random Forest) 

ผลการประเมินโมเดล Mean Squared Error (MSE): 0.260079      
ค่าน้ีต ่ามาก แสดงใหเ้ห็นวา่โมเดลมีความแม่นย  าสูงในการท านาย 

R² Score: 0.999688 Mean Squared Error (MSE): ค่าใกล้เคียง 1 
แสดงว่าโมเดลสามารถอธิบายความแปรปรวนในขอ้มูลได้อย่างมี
ประสิทธิภาพ การปรับแต่งโมเดลแสดงให้เห็นว่าโมเดล Random 
Forest ท่ีได้มีความสามารถในการท านายท่ีดีมาก มีพารามิเตอร์ท่ี
เหมาะสมในการท างาน  นอกจากน้ีย ังมีความแม่นย  าสู งเม่ือ
ประเมินผลดว้ย MSE และ R² Score 

c) กำรวิเครำะห์ผลกำรตรวจสอบข้ำม (Cross-Validation) 
ในขั้นตอนการประเมินโมเดล เราได้ใช้การตรวจสอบข้าม 

(Cross-Validation) เพ่ือวดัความสามารถของโมเดลในชุดข้อมูลท่ี
แตกต่างกนั โดยเฉพาะในการท านายค่า eGFR ส าหรับผูป่้วยโรคไต
เร้ือรัง (CKD) ผลการตรวจสอบขา้มแสดงรายละเอียดดงัน้ี: 
MSE Scores:[0.30052344, 1.13342901, 0.27499768, 1.24587703, 
3.45270518] 
Mean MSE: ค่า Mean MSE ท่ีประมาณ 1.2815 แสดงถึงค่าความ
ผิดพลาดเฉล่ียในการท านายของโมเดล แสดงให้เห็นว่ามีความ
แม่นย  าในระดบัหน่ึง แต่ยงัคงมีความผดิพลาดท่ีสามารถพฒันาได ้
Standard Deviation of MSE: ค่าเบ่ียงเบนมาตรฐานท่ีสูง (1.1587) 
แสดงถึงความแปรผนัของผลลพัธ์จากการตรวจสอบขา้มท่ีค่อนขา้ง
สูง ซ่ึงหมายความว่ามีความแตกต่างระหว่างผลลัพธ์จากการแบ่ง
ขอ้มูลในชุดต่าง ๆ ท่ีอาจส่งผลต่อความมัน่คงของโมเดล 

d) ผลของการใช้ Model  ในการท านายข้อมลูโรคไตเร้ือรัง  
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ว่ามีความแม่นย�ำในระดับหนึ่ง แต่ยังคงมีความผิดพลาด 

ที่สามารถพัฒนาได้

	 Standard Deviation of MSE: ค่าเบี่ยงเบนมาตรฐาน 

ทีส่งู (1.1587) แสดงถงึความแปรผนัของผลลพัธ์จากการตรวจ

สอบข้ามทีค่่อนข้างสงู ซึง่หมายความว่ามคีวามแตกต่างระหว่าง

ผลลัพธ์จากการแบ่งข้อมูลในชุดต่าง ๆ ที่อาจส่งผลต่อความ

มั่นคงของโมเดล

	 d) ผลของการใช้ Model  ในการท�ำนายข้อมลูโรคไตเรือ้รงั 

 

eGFR จะค่อนข้างคงที่เมื่อเทียบกับกลุ่มที่มีโรคเบาหวาน

	 ความดันโลหิตและโรคเบาหวานเป็นปัจจัยที่ส�ำคัญในการ

วิเคราะห์ความเสี่ยงของ CKD

	 ระดบัคอเลสเตอรอลอาจไม่ใช่ตวับ่งชีห้ลกัทีส่มัพนัธ์กบัการ

ท�ำงานของไต (eGFR) ค่า eGFR ของผู้ป่วยมีความผันแปรไป

ตามระดับคอเลสเตอรอล โดยไม่มีแนวโน้มที่ชัดเจนว่าระดับ

คอเลสเตอรอลทีส่งูขึน้จะสมัพนัธ์กบัการลดลงของ eGFR เสมอไป 

แต่กย็งัเป็นปัจจยัทีต้่องได้รบัการพจิารณาในการวเิคราะห์สขุภาพ

โดยรวม โดยเฉพาะอย่างยิง่ในผูป่้วยทีม่โีรคเบาหวาน การจดัการ

ระดบัคอเลสเตอรอลอาจเป็นส่วนหนึง่ในการป้องกนัและรกัษา

การท�ำงานของไตในระยะยาว

	 ผู้ป่วยที่มีภาวะโรคเบาหวานและความดันโลหิตสูงมีแนว

โน้มที่จะมีค่า eGFR ที่ต�่ำลง ซึ่งบ่งชี้ว่าการท�ำงานของไตอาจ

ถกูผลกระทบในทางลบจากภาวะโรคทัง้สองนี ้การเฝ้าระวงัและ

ดแูลการท�ำงานของไตในผูป่้วยทีม่ภีาวะโรคเบาหวานและความ

ดันโลหิตสูงจึงเป็นสิ่งส�ำคัญในการป้องกันและจัดการโรคไต

เรื้อรัง

	 การสูบบหุรีไ่ม่ได้มผีลกระทบทีช่ดัเจนต่อการท�ำงานของไต 

(eGFR) เนื่องจากค่ากลางและช่วงของ eGFR ในกลุ่มที่สูบ

บุหรี่และไม่สูบบุหรี่มีความใกล้เคียงกัน

	 eGFR ในกลุ่มที่ดื่มแอลกอฮอล์มีการกระจายที่คล้ายคลึง

กับกลุ่มที่ไม่ดื่ม แต่มีแนวโน้มว่าค่ากลางจะต�่ำกว่าเล็กน้อย 

ซึง่อาจบ่งบอกถงึความเสีย่งในการท�ำงานของไตทีล่ดลงในกลุม่ 

ผู้ที่ดื่มแอลกอฮอล์

	 eGFR มแีนวโน้มลดลงตามอายทุีเ่พิม่ขึน้ แสดงถงึการเสือ่ม

สภาพของการท�ำงานของไตในกลุ่มผู้สูงอายุ การติดตามและ

ประเมินการท�ำงานของไตในผู้สูงอายุจึงเป็นสิ่งส�ำคัญในการ

ป้องกันและจัดการโรคไตเรื้อรังอย่างมีประสิทธิภาพ

	 เพศหญงิและเพศชายมกีารกระจายตวัของค่า eGFR ทีใ่กล้

เคียงกัน ซึ่งแสดงให้เห็นว่าเพศอาจไม่ใช่ปัจจัยหลักที่ส่งผลต่อ

การท�ำงานของไต (eGFR) อย่างไรก็ตาม ควรพิจารณาร่วม

กับปัจจัยอื่น ๆ  เช่น อายุ โรคเบาหวาน และความดันโลหิตสูง 

เพื่อประเมินความเสี่ยงและการท�ำงานของไตอย่างครอบคลุม

Hemoglobin (hb) และ eGFR ไม่มีความสัมพันธ์ที่ชัดเจนใน

ทิศทางที่สอดคล้องกัน ซึ่งแสดงว่า Hemoglobin อาจไม่เป็น

ตัวท�ำนายทีส่�ำคญัส�ำหรับการเปลีย่นแปลงของ eGFR อย่างไร

ก็ตาม การติดตามระดับ Hemoglobin ยังคงมีความส�ำคัญ 

ในการประเมินสุขภาพโดยรวมของผู้ป่วยโรคไตเรื้อรัง (CKD) 

โดยเฉพาะในกรณีที่มีภาวะโลหิตจางที่เกิดร่วมกับโรคไต

	 ค่า BUN และ Creatinine มคีวามสมัพนัธ์เชงิลบกับค่า eGFR 

ซึง่แสดงให้เหน็ว่าระดบัทีส่งูขึน้ของทัง้ BUN และ Creatinine เป็น

สญัญาณทีช่ดัเจนของการเสือ่มสภาพของการท�ำงานของไต

รูปที่ 12 อธิบายกราฟ Actual vs. Predicted Values

	 กราฟแสดงให้เห็นว่าจุดส่วนใหญ่กระจายอยู ่ใกล้เส้น 

Perfect Prediction Line แสดงว่าโมเดลมีประสิทธิภาพดี 

ในการท�ำนาย จดุทีก่ระจายห่างไกลจากเส้นนัน้มาก อาจแสดง

ถงึข้อผดิพลาดในการท�ำนายหรอืแสดงให้เหน็ว่าข้อมลูบางส่วน

อาจมลีกัษณะเฉพาะทีโ่มเดลไม่สามารถจบัได้ กราฟนีช่้วยให้

เหน็ภาพรวมของการท�ำงานของโมเดลในการท�ำนายค่า eGFR 

ส�ำหรบัผูป่้วย CKD โดยสามารถใช้วเิคราะห์ประสทิธภิาพของ

โมเดลได้เป็นอย่างดี

	 Feature Importance จากโมเดลช่วยในการระบุว่าฟีเจอร์

ไหนมีบทบาทส�ำคัญต่อการท�ำนายค่า eGFR ในผู้ป่วยโรคไต

เรื้อรัง สามารถช่วยในการพัฒนาแผนการดูแลผู้ป่วยและการ

ป้องกันโรคไตได้อย่างมปีระสทิธภิาพ ค่าความดนัโลหติ ค่า Cr. 

ผู้ป่วยโรคเบาหวาน ค่า BMI ค่ารอบเอว ตามล�ำดับ 

	 ความดันโลหิตสูงขึ้นจะสัมพันธ์กับ eGFR ที่ต�่ำลง อาจ

หมายความว่าผู ้ป่วยที่มีความดันโลหิตสูงมีแนวโน้มท่ีจะมี

ปัญหาเกี่ยวกับการท�ำงานของไต

	 ค่า eGFR ทีล่ดลงเมือ่ค่า HbA1c สงูขึน้ โดยเฉพาะในกลุม่

ผูท้ีม่โีรคเบาหวาน ซึง่บ่งบอกว่าระดบัน�ำ้ตาลทีไ่ม่สมดลุมคีวาม

สัมพันธ์กับการลดลงของการท�ำงานของไตซึ่งเน้นถึงความ

ส�ำคัญของการควบคุมระดับน�้ำตาลในเลือดเพื่อป้องกันการ

เสือ่มสภาพของไตในระยะยาว กลุม่ทีไ่ม่มโีรคเบาหวาน ค่าของ 

 
รูปท่ี 12 อธิบายกราฟ Actual vs. Predicted Values 

กราฟแสดงให้เห็นว่าจุดส่วนใหญ่กระจายอยู่ใกลเ้ส้น Perfect 
Prediction Line แสดงว่าโมเดลมีประสิทธิภาพดีในการท านาย จุดท่ี
กระจายห่างไกลจากเส้นนั้นมาก อาจแสดงถึงข้อผิดพลาดในการ
ท านายหรือแสดงให้เห็นว่าข้อมูลบางส่วนอาจมีลกัษณะเฉพาะท่ี
โมเดลไม่สามารถจบัได ้กราฟน้ีช่วยให้เห็นภาพรวมของการท างาน
ของโมเดลในการท านายค่า eGFR ส าหรับผูป่้วย CKD โดยสามารถ
ใชวิ้เคราะห์ประสิทธิภาพของโมเดลไดเ้ป็นอยา่งดี 

Feature Importance จากโมเดลช่วยในการระบุว่าฟีเจอร์ไหนมี
บทบาทส าคญัต่อการท านายค่า eGFR ในผูป่้วยโรคไตเร้ือรัง สามารถ
ช่วยในการพฒันาแผนการดูแลผูป่้วยและการป้องกนัโรคไตไดอ้ยา่ง
มีประสิทธิภาพ  ค่าความดันโลหิต ค่า Cr. ผูป่้วยโรคเบาหวาน ค่า 
BMI  ค่า  รอบเอว   ตามล าดบั  

ความดันโลหิตสู งข้ึนจะสัมพันธ์กับ  eGFR ท่ี ต ่ าลง อาจ
หมายความว่าผูป่้วยท่ีมีความดันโลหิตสูงมีแนวโน้มท่ีจะมีปัญหา
เก่ียวกบัการท างานของไต 

ค่า eGFR ท่ีลดลงเม่ือค่า HbA1c สูงข้ึน โดยเฉพาะในกลุ่มผูท่ี้มี
โรคเบาหวาน ซ่ึงบ่งบอกว่าระดบัน ้ าตาลท่ีไม่สมดุลมีความสัมพนัธ์
กับการลดลงของการท างานของไตซ่ึงเน้นถึงความส าคญัของการ
ควบคุมระดบัน ้ าตาลในเลือดเพื่อป้องกนัการเส่ือมสภาพของไตใน
ระยะยาว  กลุ่มท่ีไม่มีโรคเบาหวาน ค่าของ eGFR จะค่อนขา้งคงท่ี
เม่ือเทียบกบักลุ่มท่ีมีโรคเบาหวาน 

ความดันโลหิตและโรคเบาหวานเป็นปัจจัยท่ีส าคัญในการ
วิเคราะห์ความเส่ียงของ CKD 

ระดับคอเลสเตอรอลอาจไม่ใช่ตัวบ่งช้ีหลกัท่ีสัมพนัธ์กับการ
ท างานของไต (eGFR) ค่า eGFR ของผูป่้วยมีความผนัแปรไปตาม
ระดับ คอ เลส เตอรอล  โดยไม่ มี แนวโน้ม ท่ี ชัด เจนว่ าระดับ
คอเลสเตอรอลท่ีสูงข้ึนจะสัมพนัธ์กบัการลดลงของ eGFR เสมอไป 
แต่ก็ยงัเป็นปัจจยัท่ีตอ้งได้รับการพิจารณาในการวิเคราะห์สุขภาพ
โดยรวม โดยเฉพาะอย่างยิ่งในผูป่้วยท่ีมีโรคเบาหวาน การจดัการ
ระดบัคอเลสเตอรอลอาจเป็นส่วนหน่ึงในการป้องกนัและรักษาการ
ท างานของไตในระยะยาว 

ผูป่้วยท่ีมีภาวะโรคเบาหวานและความดนัโลหิตสูงมีแนวโนม้ท่ี
จะมีค่า eGFR ท่ีต ่าลง ซ่ึงบ่งช้ีว่าการท างานของไตอาจถูกผลกระทบ
ในทางลบจากภาวะโรคทั้งสองน้ี การเฝ้าระวงัและดูแลการท างาน
ของไตในผูป่้วยท่ีมีภาวะโรคเบาหวานและความดนัโลหิตสูงจึงเป็น
ส่ิงส าคญัในการป้องกนัและจดัการโรคไตเร้ือรัง 

การสูบบุหร่ีไม่ได้มีผลกระทบท่ีชัดเจนต่อการท างานของไต 
(eGFR) เน่ืองจากค่ากลางและช่วงของ eGFR ในกลุ่มท่ีสูบบุหร่ีและ
ไม่สูบบุหร่ีมีความใกลเ้คียงกนั 

eGFR ในกลุ่มท่ีด่ืมแอลกอฮอลมี์การกระจายท่ีคลา้ยคลึงกบักลุ่ม
ท่ีไม่ด่ืม แต่มีแนวโนม้ว่าค่ากลางจะต ่ากว่าเลก็นอ้ย ซ่ึงอาจบ่งบอกถึง
ความเส่ียงในการท างานของไตท่ีลดลงในกลุ่มผูท่ี้ด่ืมแอลกอฮอล ์

eGFR มี แนวโน้มลดลงตามอายุ ท่ี เพิ่ ม ข้ึน  แสดงถึ งการ
เส่ือมสภาพของการท างานของไตในกลุ่มผูสู้งอายุ การติดตามและ
ประเมินการท างานของไตในผูสู้งอายจึุงเป็นส่ิงส าคญัในการป้องกนั
และจดัการโรคไตเร้ือรังอยา่งมีประสิทธิภาพ 

เพศหญิงและเพศชายมีการกระจายตวัของค่า eGFR ท่ีใกลเ้คียง
กนั ซ่ึงแสดงให้เห็นว่าเพศอาจไม่ใช่ปัจจยัหลกัท่ีส่งผลต่อการท างาน
ของไต (eGFR) อย่างไรก็ตาม ควรพิจารณาร่วมกบัปัจจยัอ่ืน ๆ เช่น 
อาย ุโรคเบาหวาน และความดนัโลหิตสูง เพื่อประเมินความเส่ียงและ
การท างานของไตอยา่งครอบคลุม 

Hemoglobin (hb) และ eGFR ไม่มีความสัมพันธ์ ท่ีชัดเจนใน
ทิศทางท่ีสอดคล้องกัน ซ่ึงแสดงว่า Hemoglobin อาจไม่ เป็นตัว
ท านายท่ีส าคญัส าหรับการเปล่ียนแปลงของ eGFR อย่างไรก็ตาม 
การติดตามระดับ Hemoglobin ยงัคงมีความส าคัญในการประเมิน
สุขภาพโดยรวมของผูป่้วยโรคไตเร้ือรัง (CKD) โดยเฉพาะในกรณีท่ี
มีภาวะโลหิตจางท่ีเกิดร่วมกบัโรคไต 
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	 การใช้ยา Enalapril และการไม่ใช้ยาไม่มีความแตกต่าง 

ทีช่ดัเจนในด้านค่าการกรองของไต (eGFR) ดงันัน้ การใช้หรอื

ไม่ใช้ยา Enalapril อาจไม่เป็นตัวแปรที่มีผลกระทบต่อ eGFR

 

ค่า R2 เท่ากับ 0.999688 ซึ่งแสดงถึงความแม่นย�ำสูงสุด 

ในการท�ำนาย โดยค่า R2 ที่ใกล้เคียง 1 บ่งบอกว่าโมเดล

สามารถอธิบายความแปรปรวนของข้อมูลได้อย่างดีเย่ียม 

นอกจากนีก้ารปรบัปรงุโมเดลด้วยการใช้ Grid Search ยงัช่วย

ให้ Random Forest มีพารามิเตอร์ที่เหมาะสมยิ่งขึ้น เป็นการ

ใช้ Machine Learning ในการท�ำนายค่า eGFR เพื่อประเมิน

ความเสี่ยงโรคไตเรื้อรัง โดยโมเดล Random Forest 

มีประสิทธิภาพสูงสุด สามารถน�ำไประยุกต์ใช้ในโรงพยาบาล

เพื่อป้องกันโรคไตเรื้อรังได้

 	 การวิเคราะห์ความสัมพันธ์ของปัจจัยต่าง ๆ ต่อค่า eGFR 

แสดงให้เห็นว่า "ความดันโลหิต" และ "โรคเบาหวาน" เป็น

ปัจจัยส�ำคัญท่ีสัมพันธ์กับการท�ำงานของไตในผู้ป่วยโรคไต

เรื้อรัง นอกจากนี้ ปัจจัยอื่น ๆ เช่น ค่า BUN, Creatinine 

(Cr), BMI, รอบเอว และอายุยังมีบทบาทส�ำคัญต่อการ

เปลี่ยนแปลงของ eGFR ด้วย

	 การค้นพบนีส้ามารถน�ำไปประยกุต์ใช้ในการประเมนิความ

เสีย่งของโรคไตเรือ้รงัและสนบัสนนุการวางแผนการดแูลผูป่้วย

อย่างมีประสิทธิภาพยิ่งขึ้น ช่วยให้ผู้เช่ียวชาญทางการแพทย์

สามารถระบแุละป้องกนัการเกดิโรคไตเรือ้รงัได้อย่างทนัท่วงที  

แนะน�ำการใช้โมเดลแบบผสมผสาน เช่น ใช้ Random Forest 

ผสมกับโมเดลอื่นๆ เช่น Neural Networks หรือ XGBoost 

อาจเพิ่มความแม่นย�ำในการพยากรณ์ โดยเฉพาะในกรณ ี

ที่ข้อมูลมีความซับซ้อนหรือผันผวนสูง

รปูที ่13  เปรยีบเทยีบความสมัพนัธ์ของ Features with eGFR

	 คุณลักษณะ age_group และ ckd_stage มีความสัมพันธ์

เชงิลบท่ีแขง็แกร่งกบัค่า eGFR ซึง่บ่งบอกว่าการเสือ่มสภาพของ

ไตมแีนวโน้มเพิม่ขึน้เมือ่อายแุละ stage ของ CKD เพิม่ขึน้

	 ค่า hb (Hemoglobin) มีความสัมพันธ์เชิงบวกกับ eGFR 

ซึ่งแสดงว่าค่า Hemoglobin ที่สูงสัมพันธ์กับการท�ำงานของไต

ที่ดีขึ้น

	 คุณลักษณะอื่น ๆ เช่น creatinine (cr) และ BUN ยังมี

ความสัมพันธ์เชิงลบท่ีสอดคล้องกับการท�ำงานของไตที่ลดลง 

กราฟนี้ช่วยให้เราเห็นภาพรวมของปัจจัยท่ีอาจส่งผลกระทบ 

ต่อ eGFR และความเสีย่งของโรคไตเรือ้รงั (CKD) ซึง่สามารถ

น�ำไปใช้ในการวางแผนการดูแลและป้องกันโรคไตได้อย่าง 

มีประสิทธิภาพมากขึ้น

สรุปผลการศึกษา
	 การศึกษาในครั้งนี้ได้วิเคราะห์และท�ำนายค่าการกรอง 

ของไต (eGFR) เพื่อประเมินความเสี่ยงของโรคไตเรื้อรัง 

(Chronic Kidney Disease, CKD) โดยใช้วธีิการเรียนรูข้องเครือ่ง 

(Machine Learning) หลากหลายประเภท ได้แก่ Linear 

Regression, Random Forest, Decision Tree, Gradient 

Boosting Machine (GBM), XGBoost และ Light GBM 

พร้อมท้ังประเมินประสิทธิภาพของแต่ละโมเดลด้วยการวัดค่า 

Mean Absolute Error (MAE), Mean Squared Error (MSE) 

และค่า R2

	 จากการวิเคราะห์ผลลัพธ์ พบว่าโมเดลท่ีมีประสิทธิภาพ

สูงสุดในการท�ำนาย eGFR คือ Random Forest ซึ่งให ้

ค่า MAE เท่ากับ 0.146688, MSE เท่ากับ 0.260079 และ

ค่า BUN และ Creatinine มีความสัมพนัธ์เชิงลบกบัค่า eGFR ซ่ึง
แสดงให้ เห็นว่าระดับท่ีสูงข้ึนของทั้ ง BUN และ Creatinine เป็น
สญัญาณท่ีชดัเจนของการเส่ือมสภาพของการท างานของไต 

การใชย้า Enalapril และการไม่ใชย้าไม่มีความแตกต่างท่ีชดัเจน
ในด้านค่าการกรองของไต (eGFR) ดังนั้ น การใช้หรือไม่ใช้ยา 
Enalapril อาจไม่เป็นตวัแปรท่ีมีผลกระทบต่อ eGFR 

 
รูปท่ี 13  เปรียบเทียบความสมัพนัธ์ของ Features with eGFR 

คุณลกัษณะ age_group และ ckd_stage มีความสัมพนัธ์เชิงลบ
ท่ีแข็งแกร่งกับค่า eGFR ซ่ึงบ่งบอกว่าการเส่ือมสภาพของไตมี
แนวโนม้เพิ่มข้ึนเม่ืออายแุละ stage ของ CKD เพิ่มข้ึน 

ค่า hb (Hemoglobin) มีความสัมพันธ์ เชิงบวกกับ  eGFR ซ่ึง
แสดงวา่ค่า Hemoglobin ท่ีสูงสมัพนัธ์กบัการท างานของไตท่ีดีข้ึน 

คุ ณ ลั ก ษ ณ ะ อ่ื น  ๆ  เช่ น  creatinine (cr) แ ล ะ  BUN ย ัง มี
ความสมัพนัธ์เชิงลบท่ีสอดคลอ้งกบัการท างานของไตท่ีลดลง 

กราฟน้ีช่วยให้เราเห็นภาพรวมของปัจจยัท่ีอาจส่งผลกระทบต่อ 
eGFR และความเส่ียงของโรคไตเร้ือรัง (CKD) ซ่ึงสามารถน าไปใช้
ในการวางแผนการดูแลและป้องกนัโรคไตไดอ้ย่างมีประสิทธิภาพ
มากข้ึน 

III. สรุปผลการศึกษา 

การศึกษาในคร้ังน้ีไดวิ้เคราะห์และท านายค่าการกรองของไต 
(eGFR) เพื่อประเมินความเส่ียงของโรคไตเร้ือรัง (Chronic Kidney 
Disease, CKD) โดยใชว้ิธีการเรียนรู้ของเคร่ือง (Machine Learning) 
หลากหลายประเภท ไดแ้ก่ Linear Regression, Random Forest, 
Decision Tree, Gradient Boosting Machine (GBM), XGBoost และ 

Light GBM พร้อมทั้งประเมินประสิทธิภาพของแต่ละโมเดลดว้ยการ
วดัค่า Mean Absolute Error (MAE), Mean Squared Error (MSE) 
และค่า R² 

จากการวิเคราะห์ผลลพัธ์ พบวา่โมเดลท่ีมีประสิทธิภาพสูงสุดใน
การท านาย eGFR คือ Random Forest ซ่ึงใหค้่า MAE เท่ากบั 
0.146688, MSE เท่ากบั 0.260079 และค่า R² เท่ากบั 0.999688 ซ่ึง
แสดงถึงความแม่นย  าสูงสุดในการท านาย โดยค่า R² ท่ีใกลเ้คียง 1 บ่ง
บอกวา่โมเดลสามารถอธิบายความแปรปรวนของขอ้มูลไดอ้ยา่งดี
เยีย่ม นอกจากน้ี การปรับปรุงโมเดลดว้ยการใช ้Grid Search ยงัช่วย
ให ้Random Forest มีพารามิเตอร์ท่ีเหมาะสมยิง่ข้ึน เป็นการใช ้
Machine Learning ในการท านายค่า eGFR เพื่อประเมินความเส่ียง
โรคไตเร้ือรัง โดยโมเดล Random Forest มีประสิทธิภาพสูงสุด 
สามารถน าไประยกุตใ์ชใ้นโรงพยาบาลเพื่อป้องกนัโรคไตเร้ือรังได ้
  การวิเคราะห์ความสมัพนัธ์ของปัจจยัต่าง ๆ ต่อค่า eGFR 
แสดงใหเ้ห็นวา่ "ความดนัโลหิต" และ "โรคเบาหวาน" เป็นปัจจยั
ส าคญัท่ีสมัพนัธ์กบัการท างานของไตในผูป่้วยโรคไตเร้ือรัง 
นอกจากน้ี ปัจจยัอ่ืน ๆ เช่น ค่า BUN, Creatinine (Cr), BMI, รอบเอว 
และอายยุงัมีบทบาทส าคญัต่อการเปล่ียนแปลงของ eGFR ดว้ย 

การคน้พบน้ีสามารถน าไปประยกุตใ์ชใ้นการประเมินความเส่ียงของ
โรคไตเร้ือรังและสนบัสนุนการวางแผนการดูแลผูป่้วยอยา่งมี
ประสิทธิภาพยิง่ข้ึน ช่วยใหผู้เ้ช่ียวชาญทางการแพทยส์ามารถระบุ
และป้องกนัการเกิดโรคไตเร้ือรังไดอ้ยา่งทนัท่วงที  แนะน าการใช้
โมเดลแบบผสมผสาน เช่น ใช ้Random Forest ผสมกบัโมเดลอ่ืนๆ    
เช่น Neural Networks หรือ XGBoost อาจเพิ่มความแม่นย  าในการ
พยากรณ์ โดยเฉพาะในกรณีท่ีขอ้มูลมีความซบัซอ้นหรือผนัผวนสูง 
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