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Abstract
	 Stroke is a leading cause of death and disability 
worldwide, making the prediction of patient recovery 
crucial for treatment planning and rehabilitation. This study 
investigates the application of Machine Learning (ML) 
techniques to predict stroke patient recovery, using data 
from 6,081 cases at Hatyai Hospital. In the design and 
execution of the experiment, four ML models were utilized: 
Logistic Regression, Decision Tree, Random Forest, and 
Gradient Boosting. The data preparation process involved 
label encoding, handling missing values, and balancing 
the dataset. Model performance was evaluated using 
K-Fold Cross-Validation and Hyperparameter Tuning. Results 
show that Random Forest performed the best, achieving 
an accuracy of 88.61%, with both Precision and Recall 
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at 0.91, and an F1-Score of 0.91. Gradient Boosting 
followed closely with an accuracy of 88.50%. Logistic 
Regression and Decision Tree showed lower performance, 
with accuracies of 87.08% and 83.83%, respectively. 
The study demonstrates that ML techniques, particularly 
Random Forest and Gradient Boosting, offer high 
accuracy in predicting stroke recovery, providing valuable 
insights for efficient treatment planning.
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บทน�ำ
	 โรคหลอดเลือดสมองยังเป็นสาเหตุการตายอันดับที่ 2 

และเป็นสาเหตุของความทุพพลภาพอันดับที่ 3 ของโลก [1] 

การดูแลผู้ป่วยโรคหลอดเลือดสมองเป็นภาระหนักที่ผู้ดูแล 

ต้องรับมือ โดยเฉพาะในกรณีที่ผู ้ป ่วยมีความพึ่งพิงสูง 

ในการท�ำกิจวัตรประจ�ำวัน ระดับความพึ่งพิงของผู้ป่วยซึ่งวัด

โดย Barthel Index (BI) มีผลกระทบอย่างมีนัยส�ำคัญต่อ

ความตึงเครียดของผู้ดูแล [2] การประเมินผลลัพธ์ของผู้ป่วย

โรคหลอดเลอืดสมองมคีวามส�ำคญัอย่างยิง่ต่อการวางแผนการ

รักษาและการพยากรณ์โรค โดยเครื่องมือหลักที่ใช้ในการ

ประเมินผลลัพธ์ได้แก่ Modified Rankin Scale (mRS), 

Barthel Index (BI) และ National Institutes of Health 

Stroke Scale (NIHSS) ซึง่แต่ละเครือ่งมอืมบีทบาทเฉพาะใน

การประเมินการฟื้นตัวและความเป็นอิสระของผู้ป่วยหลังเกิด

โรคหลอดเลือดสมอง [3] ปัจจัยทางคลินิก เช่น ความรุนแรง
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บทคัดย่อ
	 โรคหลอดเลอืดสมองเป็นสาเหตหุลกัของการเสยีชวีติและความ
ทุพพลภาพทั่วโลก การพยากรณ์การฟื้นตัวของผู้ป่วยจึงมีความ
ส�ำคัญอย่างยิง่ในการวางแผนการรกัษาและฟ้ืนฟ ูงานวจิยันีมุ้ง่เน้น
ศกึษาการใช้เทคนคิการเรียนรู้ของเคร่ือง (Machine Learning: ML) 
ในการพยากรณ์การฟ้ืนตวัของผูป่้วยโรคหลอดเลอืดสมอง โดยใช้
ข้อมลูผูป่้วย 6,081 ราย จากโรงพยาบาลหาดใหญ่ ในกระบวนการ
ออกแบบและด�ำเนนิการทดลอง ผูวิ้จัยได้เลอืกใช้แบบจ�ำลอง M 
4 แบบ ได้แก่ Logistic Regression, Decision Tree, Random 
Forest, และ Gradient Boosting การเตรยีมข้อมลูได้รวมถงึการ
เข้ารหัสป้ายก�ำกบั การจดัการค่าทีห่ายไป และการปรบัสมดลุของ
ชดุข้อมลู เทคนคิการประเมนิประสทิธภิาพของโมเดลถกูด�ำเนนิการ
ด้วย K-Fold Cross-Validation และการปรับแต่งพารามิเตอร ์
(Hyperparameter Tuning) ส�ำหรับแต่ละโมเดล ผลการทดลอง
แสดงให้เหน็ว่า Random Forest มปีระสทิธภิาพสงูสดุ โดยมค่ีา 

โรงพยาบาลหาดใหญ่ สงขลา

Accuracy 88.61%, Precision และ Recall ที ่0.91, และ F1-Score 
ท่ี 0.91 ขณะท่ี Gradient Boosting แสดงผลใกล้เคยีงกนัด้วย 
Accuracy 88.50% Logistic Regression และ Decision Tree 
มีประสทิธภิาพต�ำ่กว่า ด้วยค่า Accuracy ท่ี 87.08% และ 83.83% 
ตามล�ำดบั งานวจิยันีช้ีใ้ห้เหน็ว่าเทคนคิ ML โดยเฉพาะ Random 
Forest และ Gradient Boosting มีความสามารถในการช่วย
พยากรณ์การฟื้นตัวของผู้ป่วยโรคหลอดเลือดสมองอย่างแม่นย�ำ 
ซึง่สามารถน�ำไปใช้ในการวางแผนการรกัษาได้อย่างมปีระสทิธภิาพ

ค�ำส�ำคัญ: การเรยีนรูข้องเครือ่ง, ดชันบีาร์เทล, โรคหลอดเลอืด
สมอง 

วนัทีร่บัต้นฉบบั: 10 มถินุายน 2568, วนัทีแ่ก้ไข: 25 กรกฎาคม 
2568, วนัทีต่อบรบั: 1 กนัยายน 2568  

ของโรค อาย ุโรคร่วม ความสามารถในการท�ำกจิวตัรประจ�ำวนั 

และการตอบสนองต่อการรกัษา ล้วนมผีลต่อการประเมนิด้วย 

NIHSS, mRS และ Barthel Index ซึ่งสามารถใช้ในการ

พยากรณ์ผลลัพธ์ของผู้ป่วยโรคหลอดเลือดสมองและวางแผน

การรักษาที่เหมาะสมได้ [4] 

	 การน�ำ Machine Learning (ML) มาใช้ในการพยากรณ์

การฟื้นตัวของผู้ป่วยโรคหลอดเลือดสมอง มีศักยภาพในการ

ช่วยวิเคราะห์ปัจจัยของผู้ป่วย โดยอาศัยการวิเคราะห์ข้อมูล

จ�ำนวนมากและการเรียนรู้จากข้อมูลเหล่านั้น ท�ำให้สามารถ

พยากรณ์การฟ้ืนตวัของผูป่้วยได้อย่างแม่นย�ำและรวดเรว็มากขึน้ 

ส่งผลให้การวางแผนการคัดกรอง การรักษาและปรับเปลี่ยน

พฤตกิรรมเสีย่งเป็นไปอย่างมปีระสทิธภิาพ ในยคุทีเ่ทคโนโลยี

มีความก้าวหน้าเช่นปัจจุบัน ผู้จัดท�ำจึงสนใจศึกษาการน�ำ 

Machine Learning (ML) มาใช้เพื่อพยากรณ์การฟื้นตัวของ

ผู้ป่วยโรคหลอดเลือดสมอง โดยการพัฒนาและประเมินผล

โมเดล Machine Learning ในการพยากรณ์การฟื้นตัวอย่าง

สมบูรณ์ของผู้ป่วยโรคหลอดเลือดสมอง
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ทบทวนวรรณกรรม
	 การทบทวนวรรณกรรมในบทความวิจัยน้ีมุ่งเน้นไปที่การ

ส�ำรวจและสรุปงานวิจัยท่ีเกี่ยวข้องกับการพัฒนาและการใช้ 

Machine Learning (ML) ในการพยากรณ์การฟื้นตัวของ 

ผูป่้วยโรคหลอดเลอืดสมอง และเครือ่งมอืทีใ่ช้ในการพยากรณ์

การฟื้นตัวของผู้ป่วยโรคหลอดเลือดสมอง
	 1.	 การใช้ Machine Learning ในการพยากรณ์การฟื้น
ตัวของผู้ป่วยโรคหลอดเลือดสมอง
	 แบบจ�ำลอง Machine Learning (ML) ได้แสดงให้เห็นถึง

ศกัยภาพในการพยากรณ์คะแนน Barthel Index (BI) ส�ำหรบั

การฟื้นฟูของผู้ป่วยโรคหลอดเลือดสมอง โดยอาศัยข้อมูล 

ทางคลินิกท่ีมีโครงสร้างเพื่อเพิ่มความแม่นย�ำในการพยากรณ์ 

งานวจิยัหลายชิน้ได้เน้นให้เหน็ถงึประสทิธภิาพของเทคนคิ ML 

ในการท�ำนายผลลัพธ์ของผู้ป่วยในด้านความสามารถในการ

ฟื้นฟูร่างกาย [5]

	 2.	 ประสิทธิภาพของแบบจ�ำลองในการพยากรณ์การฟื้นตัว
ของผู้ป่วยโรคหลอดเลือดสมอง
	 จากการทบทวนวรรณกรรมอย่างเป็นระบบ งานวจิยัพบว่า 

แบบจ�ำลอง ML มคีวามสามารถในการท�ำนายผลลพัธ์ได้อย่าง

มีประสิทธิภาพ โดยมีขนาดตัวอย่างเฉลี่ยของผู้ป่วยอยู่ที่ 475 

รายในงานวิจัยต่าง ๆ ซึ่งชี้ให้เห็นว่า ML สามารถท�ำนายผล

การฟื้นตัวได้อย่างแม่นย�ำในกลุ่มผู้ป่วยขนาดใหญ่

	 นอกจากน้ี ยังมีการเปรียบเทียบแบบจ�ำลองการถดถอย 

โลจิสติกกับ Neural Networks ในการท�ำนายความเป็นอิสระ

ในการท�ำกจิวตัรประจ�ำวนั พบว่าไม่มคีวามแตกต่างอย่างมนียั

ส�ำคญัในด้านความแม่นย�ำของการพยากรณ์ ซึง่ชีใ้ห้เหน็ว่า วธิี

การทางสถติดิัง้เดมิยงัคงมคีวามน่าเชือ่ถอืในการพยากรณ์ [6]

	 3. Machine Learning Model แต่ละแบบ
	 Decision Tree และ Random Forest เป็นเทคนิคการ

เรยีนรูข้องเครือ่งทีไ่ด้รบัความนยิมอย่างมาก ทัง้สองมข้ีอดแีละ

ข้อจ�ำกัดที่แตกต่างกัน Decision Tree นั้นง่าย รวดเร็ว และ

สามารถตีความได้ง่าย ท�ำให้เหมาะสมกับงานจ�ำแนกประเภท

ที่ไม่ซับซ้อน อย่างไรก็ตาม Decision Tree มักมีปัญหาเรื่อง

การเกดิ overfitting ซึง่อาจท�ำให้ไม่สามารถท�ำงานได้ดเีมือ่เจอ

กับข้อมูลท่ีไม่เคยเห็นมาก่อน (Ho, 1995) ในทางกลับกัน 

Random Forest ได้พฒันาและแก้ไขปัญหาดงักล่าวด้วยการน�ำ

ต้นไม้ออกมารวมกันหลายต้น ท�ำให้เพิ่มความแม่นย�ำและ

ความทนทานต่อการท�ำนายที่หลากหลาย [7] [8] [9] [10] 

	 Gradient Boosting และ Random Forest เป็นเทคนิค 

ML โดยใช้ต้นไม้ (decision trees) โดย Gradient Boosting 

ให้ความแม่นย�ำสูงและเน้นที่ข้อมูลที่ยากต่อการพยากรณ์ 

แต่มคีวามซบัซ้อนในการปรบัแต่งและไวต่อการเกดิ overfitting 

ส่วน Random Forest เป็นเทคนิคที่ง่ายต่อการใช้งาน ไม่ซับ

ซ้อนและทนทานต่อข้อมูล noise แต่ไม่แม่นย�ำเท่า Gradient 

Boosting [11]

	 การเปรียบเทียบประสิทธิภาพของ Logistic Regression, 

Decision Tree, Random Forest และ Gradient Boosting 

ในการท�ำนายค่าดัชนี Barthel Index (BI) ส�ำหรับผู้ป่วย 

โรคหลอดเลือดสมองแสดงให้เห็นถึงคุณลักษณะการท�ำงาน 

ที่แตกต่างกันของโมเดลการเรียนรู้ของเครื่องแต่ละประเภท 

โดย Logistic Regression มักแสดงผลความแม่นย�ำที่สูงและ

การระบุผลลัพธ์เชิงบวกที่สมบูรณ์แบบ (Recall) ซึ่งท�ำให้มี

ประสทิธภิาพในการระบผุลลพัธ์เชงิบวก [12] ขณะที ่Random 

Forest และ Gradient Boosting มักมีประสิทธิภาพสูงกว่า

โมเดลอ่ืน ๆ โดยสามารถท�ำได้ถึงความแม่นย�ำ 97.36%, 

97.73% ตามล�ำดับ [13] ส่วน Decision Tree แม้จะมี

โครงสร้างทีง่่ายกว่า แต่มแีนวโน้มทีจ่ะมคีวามแม่นย�ำและความ

แม่นตรง (Precision) ต�่ำกว่า ซึ่งบ่งบอกถึงความท้าทายใน 

การจดัการกบัผลบวกทีผ่ดิพลาด (False Positives) [12] ส่วน 

Gradient Boosting เมื่อใช้งานร่วมกับเทคนิค stacking 

สามารถสร้างผลลัพธ์ที่ดียิ่งขึ้น โดยมีความแม่นย�ำสูงสุดถึง 

98.85% [13] ดังนั้น การเลือกโมเดลอาจขึ้นอยู ่ กับ

วัตถุประสงค์เฉพาะ เช่น การให้ความส�ำคัญกับ Recall หรือ

ความแม่นย�ำโดยรวม 

	 ตัวแปรที่ส�ำคัญในการท�ำนายได้แก่ ค่าเริ่มต้นของ Bathel 

index (BI) [14] แม้ว่า Logistic Regression จะโดดเด่นใน

ด้านการระบุผลลัพธ์เชิงบวก (Recall) แต่ Random Forest 

และ Gradient Boosting ก็มีความแม่นย�ำสะท้อนให้เห็นว่า 

การเลือกโมเดลควรพิจารณาจากความต้องการทางคลนิิกและ

ลักษณะของข้อมูล

	 4. ข้อกังวลและข้อจ�ำกัด
	 ในกระบวนการสร้างแบบจ�ำลองการเรยีนรูข้องเครือ่ง (ML) 

ข้อมูลท่ีไม่สมดุลเป็นปัญหาส�ำคัญท่ีส่งผลกระทบต่อความ

แม่นย�ำและประสทิธภิาพของโมเดล โดยเฉพาะอย่างยิง่เมือ่ใช้

แบบจ�ำลอง Decision Tree และ Random Forest เนื่องจาก

ทัง้สองอลักอรทิมึนีม้ปีฏสิมัพันธ์กับข้อมลูในรปูแบบทีแ่ตกต่างกนั 

จึงเกิดข้อกังวลและข้อจ�ำกัดบางประการที่ผู้พัฒนาโมเดลต้อง

พิจารณา

	 แบบจ�ำลองที่ใช้ Decision Tree โดยเฉพาะในกรณีที่มี

หลายคลาส มักจะประสบปัญหาเมื่อข้อมูลมีการกระจายตัว 

ไม่เท่ากนัระหว่างคลาสทีเ่ป็นส่วนใหญ่และคลาสทีเ่ป็นส่วนน้อย 

เนื่องจาก Decision Tree มีแนวโน้มที่จะให้ความส�ำคัญกับ

คลาสส่วนใหญ่ ท�ำให้การจ�ำแนกคลาสส่วนน้อยท�ำได้ไม่ด ี[15] 

เทคนคิอย่างการท�ำ random over-sampling ซึง่ช่วยเพิม่จ�ำนวน

ข้อมูลในคลาสส่วนน้อย จะช่วยให้การท�ำงานของ Decision 

Tree ดีขึ้น [16] ส่วนแบบจ�ำลองที่ใช้ Random Forest แสดง
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ความทนทานมากกว่าต่อความไม่สมดุลของข้อมูล โดยยัง

สามารถรักษาประสิทธิภาพที่ดีได้แม้ไม่มีการปรับตัวอย่าง

ข้อมูลมากนัก [17] อย่างไรก็ตาม การปรับปรุงด้วยอัลกอริทึม 

Random Forest แบบ balanced ซ่ึงมีการปรบัวธิกีารสุม่ตวัอย่าง

ให้สมดลุ สามารถเพ่ิมความแม่นย�ำในการจ�ำแนกคลาสส่วนน้อย

ได้ดีย่ิงขึน้ [18] [19] แม้ว่า Random Forest จะท�ำงานได้ดีกว่า

ภายใต้ข้อมูลที่ไม่สมดุล แต่ก็ยังสามารถเพิ่มประสิทธิภาพได้

ด้วยกลยทุธ์การสุม่ตวัอย่างทีเ่หมาะสม สรปุแล้ว โมเดลทัง้สอง

ต้องการการพจิารณาถงึการกระจายตวัของข้อมลูอย่างละเอยีด

เพื่อให้ได้ผลลัพธ์ท่ีดีท่ีสุด ซ่ึงข้อมูลท่ีไม่สมดุลส่งผลกระทบ

อย่างมากต่อประสทิธภิาพของโมเดลทีใ่ช้ในการพยากรณ์ดชันี 

Barthel ในผู้ป่วยโรคหลอดเลือดสมอง งานวิจัยหลายชิ้นชี้ให้

เห็นถึงความท้าทายท่ีเกิดข้ึนจากชุดข้อมูลที่มีความไม่สมดุล 

โดยเฉพาะในด้านการแพทย์ ซึ่งกลุ่มตัวอย่างส่วนใหญ่มัก

ประกอบไปด้วยผู้ป่วยที่มีสภาพร่างกายปกติ ท�ำให้ความ

แม่นย�ำในการพยากรณ์กลุม่ผูป่้วยทีม่อีาการหนกัหรอืน้อยกว่า

ไม่สูงมากนัก [20]

     แบบจ�ำลอง ML ก�ำลังได้รับความนิยมในการพยากรณ์

ผลลัพธ์ของผู้ป่วยโรคหลอดเลือดสมอง แต่ยังมีข้อกังวลเกี่ยว

กับมาตรฐานการรายงานและความสามารถในการท�ำซ�ำ้ของผล

การวิจัย ซ่ึงชี้ให้เห็นถึงความจ�ำเป็นในการพัฒนาแนวทางวิธี

การที่ดีขึ้นในการน�ำ ML ไปใช้ในการดูแลผู้ป่วยทางคลินิก [5]

การทบทวนวรรณกรรมแสดงให้เห็นว่า การใช้แบบจ�ำลอง 

Machine Learning ในการพยากรณ์ Barthel Index (BI) 

มีศักยภาพสูงในการช่วยเพิ่มความแม่นย�ำในการประเมินการ

ฟื ้นตัวของผู ้ป่วยโรคหลอดเลือดสมอง แม้ว่า ML จะมี

ประสิทธิภาพสูงในงานวิจัยหลายชิ้น แต่ก็ยังมีความท้าทาย 

ท่ีต้องได้รับการแก้ไข โดยเฉพาะในเรื่องของมาตรฐานการ

รายงานและการท�ำซ�้ำผลการศึกษาเพื่อให้สามารถน�ำมาใช้ใน

ทางคลินิกได้อย่างเต็มที่ [21] [22] [23]

	 5.	 การประเมินผลลัพธ์ของผู้ป่วยโรคหลอดเลือดสมอง: 
บทบาทของ mRS, Barthel Index (BI) และ NIH Stroke 
Scale (NIHSS)
	 การประเมนิผลลพัธ์ของผูป่้วยโรคหลอดเลอืดสมองมคีวาม

ส�ำคัญอย่างยิ่งต่อการวางแผนการรักษาและการพยากรณ์โรค 

โดยเครื่องมือหลักที่ใช้ในการประเมินผลลัพธ์ได้แก่ Modified 

Rankin Scale (mRS), Barthel Index (BI) และ National 

Institutes of Health Stroke Scale (NIHSS) 

	 6.	 ภาพรวมของเครื่องมือการประเมิน
	 Modified Rankin Scale (mRS): mRS เป็นเครื่องมือ 

ท่ีใช้วัดระดับความพิการโดยรวมของผู้ป่วย ซึ่งสัมพันธ์กับ

ผลลัพธ์ในระยะยาวของผู้ป่วยโรคหลอดเลือดสมอง งานวิจัย

โดย Taleb และคณะ (2024) พบว่า การประเมินในช่วงแรก 

(วันที่ 2 และ 4 หลังจากเกิดอาการ) มีความสอดคล้องกับ

ผลลัพธ์ในระยะ 90 วนัของผู้ป่วย อย่างไรก็ตาม ค่าทีป่ระเมิน

อาจมีความคลาดเคลื่อนในระยะยาวได ้[24]

	 Barthel Index (BI): Barthel Index เป็นเครือ่งมอืทีใ่ช้ใน

การประเมนิความสามารถของผูป่้วยในการท�ำกจิวตัรประจ�ำวนั 

เช่น การกนิ การแต่งตวั และการเคลือ่นไหว งานวจิยัโดย Fu 

และคณะ (2024) แสดงให้เหน็ว่า BI มคีวามสามารถสงูในการ

พยากรณ์ผลลพัธ์ของผูป่้วยทีไ่ด้รบัการรกัษาด้วย thrombolytic 

therapy และในบรบิทนี ้BI ให้ผลการพยากรณ์ทีด่กีว่า NIHSS 

การมีคะแนน BI ที่ต�ำ่มักจะบ่งบอกถึงการฟื้นตัวที่ไม่ดี และ

การพยากรณ์โรคที่แย่ลง [25]

	 NIH Stroke Scale (NIHSS): NIHSS เป็นเครื่องมือที่ใช้

วัดความบกพร่องทางระบบประสาทของผู้ป่วย ซึ่งใช้กันอย่าง

แพร่หลายในช่วงแรกหลงัจากทีผู่ป่้วยเกดิอาการโรคหลอดเลอืด

สมอง อย่างไรกต็าม งานวจิยัของ Fu และคณะ (2024) แสดง

ให้เหน็ว่า NIHSS มคีวามสามารถในการพยากรณ์โรคต�ำ่กว่า 

BI โดยเฉพาะในผูป่้วยทีไ่ด้รบัการรกัษาด้วย thrombolysis [25]

	 แต่ละเครื่องมือมีจุดเด่นที่แตกต่างกัน mRS เน้นการวัด

ระดบัความพิการโดยรวมและสมัพันธ์กับผลลพัธ์ระยะยาว BI 

วดัความสามารถในการท�ำกจิวตัรประจ�ำวนัและให้การพยากรณ์ 

ที่แม่นย�ำโดยเฉพาะในกรณีของการรักษาด้วย thrombolytic 

therapy ขณะท่ี NIHSS มีบทบาทในการประเมินความ

บกพร่องทางระบบประสาท แต่มีความแม่นย�ำต�่ำกว่าในการ

พยากรณ์ผลลัพธ์ในระยะยาว [26] โรงพยาบาลส่วนใหญ ่

จึงมักจะใช้ Barthel Index มาประเมินพยากรณ์การฟื้นตัว

ของผู้ป่วยโรคหลอดเลือดสมองตั้งแต่นอนโรงพยาบาลจนถึง

การติดตามต่อเนื่องในชุมชน

วิธีการศึกษา
	 Study design, settings, and data source 
	 การศึกษาเชงิเปรยีบเทยีบประสทิธภิาพของแบบจ�ำลองการ

พยากรณ์การฟ้ืนตวัอย่างสมบรูณ์ของผู้ป่วยโรคหลอดเลอืดสมอง

ของโรงพยาบาลหาดใหญ่ข้อมลูถกูเกบ็รวบรวมย้อนหลงัจากฐาน

ข้อมูลผู้ป่วยโรคหลอดเลือดสมองของศูนย์ข้อมูลข่าวสารระบบ

ประสาท สถาบันประสาทวิทยา ระหว่างปี 2561-2566 จาก

ข้อมูลทั้งหมด 6,081 รายการ ข้อมูลส่วนบุคคลทีส่ามารถระบุ 

ตวัตนไม่ได้เป็นส่วนหนึง่ของชดุข้อมลู โดยมุง่เน้นที่ข้อมูลปัจจัย

ทางคลินิกและกระบวนการการดูแลรักษาที่ได้รับ ลักษณะของ

ข้อมูล ได้แก่ Categorical Variables เช่น เพศ, สถานะการสบู

บหุร่ี Numerical Variables เช่น อายุ, BMI และ Ordinal Variables 

เช่น Stroke type การประมวลผลและการวิเคราะห์ข้อมลูด�ำเนนิ

การโดยใช้ภาษาโปรแกรม Python และไลบรารีทางวิทยาศาสตร์

ที่เกี่ยวข้อง ได้แก่ Pandas, NumPy และ scikit-learn

Kunaton, Predicting full recovery in stroke
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	 Data analysis approach 
	 การศึกษานีด้�ำเนนิการตามทดลองดงัทีแ่สดงใน รปูที ่1 เพือ่

สร้างแบบจ�ำลองการพยากรณ์การฟ้ืนตวัอย่างสมบรูณ์ของผูป่้วย

โรคหลอดเลอืดสมอง เราได้ประเมนิแบบจ�ำลองการเรยีนรูข้อง

เครือ่ง (ML) จ�ำนวน 3 แบบ ประกอบด้วย Decision Tree, 

Random Forest, Gradient Boosting ทั้งนี้ การประเมิน

ประสทิธภิาพของแต่ละโมเดลถกูด�ำเนนิการโดยใช้เทคนคิ K-Fold 

Cross-Validation เพือ่ให้ได้ผลลพัธ์ทีแ่ม่นย�ำและเชือ่ถอืได้  

	 Data preparation
	 การเตรียมข้อมูลเป็นส่ิงจ�ำเป็นในกระบวนการเรียนรู้ของ 

ML  รวมถึงการเข้ารหัสป้ายก�ำกับ (label encoding)  ข้อมูล

บางส่วนถูกตัดออกเพื่อลดความซับซ้อนและเพิ่มความแม่นย�ำ

ในการจ�ำแนก โดยข้อมูลที่ถูกตัดออก ได้แก่ ผลการประเมิน 

NIHSS, mRS และ Barthel index ครั้งที่ 2 ก่อน discharge 

เนือ่งจากเป็นผลลพัธ์ในการฟ้ืนตวั รวมทัง้รายทีไ่ม่มข้ีอมลูการ

ประเมินผลลัพธ์ หลังจากการท�ำความสะอาดข้อมูล ได้แก่ 

จัดการกับค่าที่ขาดหาย (Handling Missing Data), จัดการ

กับค่าผิดปกติ (Outlier Detection and Treatment), แปลง

ข้อมูลประเภทหมวดหมู่ (Encoding Categorical Variables) 

ท�ำให้เหลือข้อมูลที่พร้อมใช้ในการพัฒนาโมเดลจ�ำนวน 6,081 

รายการ จากข้อมลูทัง้หมดทีร่วบรวมได้ 6,117 รายการ แบ่งตาม

ระดับผลการประเมนิ Barthel index ครัง้ที ่2 โดย 100 คะแนน 

คือ การฟื้นตัวอย่างสมบูรณ์ของผู้ป่วยโรคหลอดเลือดสมอง 

และคะแนน 0-99 คอื การฟ้ืนตวัอย่างสมบรูณ์ไม่สมบรูณ์ของ

ผู้ป่วยโรคหลอดเลือดสมอง หลังจากเก็บรวมรวมจึงท�ำการ

ตรวจสอบข้อมูลค่าผิดปกติ (Outlier Detection) รูปที่ 2 โดย

ใช้เกณฑ์ในการตดัค่าผดิปกตอิอกจากข้อมลู เนือ่งจากค่าทีผ่ดิ

ปกติอาจเกิดจากการป้อนข้อมูลท่ีไม่ถูกต้องหรือการวัดค่าที่ 

ไม่สมเหตุสมผล ซึ่งอาจท�ำให้โมเดล Machine Learning 

เรยีนรูผ้ดิพลาดและท�ำให้ผลการจ�ำแนกมคีวามแม่นย�ำน้อยลง 

ในขั้นตอนนี้ ค่าท่ีสูงกว่าหรืออยู่นอกขอบเขตท่ีก�ำหนดไว้จะ 

ถูกลบออก ได้แก่ ระดับน�้ำตาลในเลือด (BS), ระดับไขมันใน

เลอืด (LDL) อาจเกดิขึน้ได้จากหลายสาเหต ุเช่น ข้อผดิพลาด

ในการวัด, ความผิดพลาดในการป้อนข้อมูล หลังจากการ

ท�ำความสะอาดข้อมลู ท�ำให้เหลอืข้อมลูทีพ่ร้อมใช้ในการพฒันา

โมเดลจ�ำนวน 5,058 รายการ แบ่งเป็น 2 ระดับ ตามการ

ฟื้นตัวอย่างสมบูรณ์ของผู้ป่วยโรคหลอดเลือดสมอง ได้ชุด

ข้อมูล รูปที่ 3 และด�ำเนินการจัดการความไม่สมดุลของข้อมูล 

(Class Imbalance) ในชุดข้อมูลเทคนิค Oversampling ด้วย 

SMOTE (Synthetic Minority Oversampling Technique)

	 Feature
	 ตัวแปรทางคลินิกที่ใช้ในการทดลองนี้ ประกอบด้วยข้อมูล

ประชากรของผูป่้วย (อายแุละเพศ), โรคประจ�ำตวั (เบาหวาน, 

ความดนัโลหติสงู, ไขมนัในเลอืดสงู, โรคหวัใจสัน่พลิว้, โรคหลอด

เลอืดสมอง) การสบูบหุรีด่ืม่แอลกอฮอล์, การวนิจิฉยัโรค, GCS 

score ครั้งที่ 1 และครั้ง 2, Barthel index ครั้งที่ 1, mRS 

score ครั้งที่ 1 และ 2, NIHSS ครั้งที่ 1 และ 2, BS, LDL, 

การได้ยา RTPA, การรักษาด้วย Thrombectomy, การ on 

ventilator เป็นต้น 

	 Train and Test Data
	 ข้อมูลถูกแบ่งออกเป็น 3 ชุดข้อมูลฝึกอบรม (Training 

Set) ชุดข้อมูลทดสอบ (Testing Set) และชุดตรวจสอบ 

(validation set) โดยใช้สัดส่วน 80:15:5 โดยโมเดลที่ถูก

ทดสอบประกอบด้วย Logistic Regression, Decision Tree, 

Random Forest, และ Gradient Boosting การประเมิน

ประสิทธิภาพของแต่ละโมเดลถูกด�ำเนินการโดยใช้เทคนิค 

K-Fold Cross-Validation แบ่งข้อมูลทดสอบ 5 รอบ ให้แน่ใจว่า 

โมเดลไม่เกิดการ overfitting เพื่อให้ได้ผลลัพธ์ที่แม่นย�ำ 

และเชื่อถือได้ จากการเปรียบเทียบพบว่า Random Forest 

มปีระสทิธภิาพโดยรวมดทีีส่ดุ โดยมค่ีา Accuracy, Precision, 

Recall, F1-Score และ Cross-Validation Accuracy สูงสุด 

ใกล้เคียงกับ Gradient Boosting ส่วน Decision Tree 

มีประสิทธิภาพต�่ำสุด ดังตารางที่ 1 และได้มีการปรับแต่ง

พารามเิตอร์เพิม่เตมิ (Hyperparameter Tuning) เช่น จ�ำนวน

ต้นไม้ในป่า (n estimators) และความลึกสูงสุดของต้นไม้ 

(max depth) เพือ่เพิม่ประสทิธภิาพของโมเดลในการพยากรณ์

การฟื้นตัวอย่างสมบูรณ์ของผู้ป่วยโรคหลอดเลือดสมอง

 รูปที่ 1 ขั้นตอนที่ใช้ในการออกแบบและด�ำเนินการทดลอง

เหลือขอ้มูลท่ีพร้อมใชใ้นการพฒันาโมเดลจ านวน 5,058 รายการ 
แบ่งเป็น 2 ระดบั ตามการฟ้ืนตวัอยา่งสมบูรณ์ของผูป่้วยโรคหลอด
เลือดสมอง ไดชุ้ดขอ้มูล รูปท่ี 3 และด าเนินการจดัการความไม่สมดุล
ของขอ้มูล (Class Imbalance) ในชุดขอ้มูลเทคนิค Oversampling 
ดว้ย SMOTE (Synthetic Minority Oversampling Technique) 

 
 
Feature 
ตัวแปรทางคลินิกท่ีใช้ในการทดลองน้ี ประกอบด้วยข้อมูล

ประชากรของผูป่้วย (อายแุละเพศ), โรคประจ าตวั (เบาหวาน, ความ
ดนัโลหิตสูง, ไขมนัในเลือดสูง, โรคหัวใจสั่นพลิ้ว, โรคหลอดเลือด
สมอง) การสูบบุหร่ีด่ืมแอลกอฮอล์, การวินิจฉัยโรค, GCS score คร้ัง
ท่ี 1 และคร้ัง 2, Barthel index คร้ังท่ี 1, mRS score คร้ังท่ี 1 และ 2, 
NIHSS คร้ังท่ี 1 และ 2, BS, LDL, การได้ยา RTPA, การรักษาด้วย 
Thrombectomy, การ on ventilator เป็นตน้  

Train and Test Data 
ข้อมูลถูกแบ่งออกเป็น 3 ชุดข้อมูลฝึกอบรม (Training Set) ชุด

ขอ้มูลทดสอบ (Testing Set) และชุดตรวจสอบ (validation set) โดย
ใช้สัดส่วน 80:15:5 โดยโมเดลท่ีถูกทดสอบประกอบด้วย Logistic 
Regression, Decision Tree, Random Forest, และ Gradient Boosting 
การประเมินประสิทธิภาพของแต่ละโมเดลถูกด าเนินการโดยใช้
เทคนิค K-Fold Cross-Validation แบ่งขอ้มูลทดสอบ 5 รอบ ให้แน่ใจ
ว่าโมเดลไม่ เกิดการ overfitting เพื่อให้ได้ผลลัพธ์ ท่ีแม่นย  าและ
เช่ือถือได ้จากการเปรียบเทียบพบว่า Random Forest มีประสิทธิภาพ
โดยรวมดีท่ีสุด โดยมีค่า Accuracy, Precision, Recall, F1-Score และ 
Cross-Validation Accuracy สูงสุด ใกล้เคียงกับ Gradient Boosting 
ส่วน Decision Tree มีประสิทธิภาพต ่าสุด ดงัตารางท่ี 1 และไดมี้การ
ปรับแต่งพารามิเตอร์เพิ่มเติม (Hyperparameter Tuning) เช่น จ านวน
ต้นไม้ในป่า (n estimators) และความลึกสูงสุดของต้นไม้ (max 
depth) เพื่อเพิ่มประสิทธิภาพของโมเดลในการพยากรณ์การฟ้ืน
ตวัอยา่งสมบูรณ์ของผูป่้วยโรคหลอดเลือดสมอง 

รูปท่ี 1 ขั้นตอนท่ีใชใ้นการออกแบบและด าเนินการทดลอง 

รูปท่ี 2 Boxplot of Features for Outlier Detection 

รูปท่ี 3  Class Imbalance in Outcomes 
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รูปที่ 4 Random Forest Tree Visualization

ตารางที่ 1 ตารางการเปรียบเทียบโมเดลที่ถูกทดสอบ

 

 

รูปท่ี 4 Random Forest Tree Visualization 

 

ตารางที่ 1 ตารางการเปรียบเทียบโมเดลท่ีถูกทดสอบ 
Class Accuracy Precision Recall F1-Score 

Logistic Regression 0.8708 0.8708 0.8708 0.8708 
Cross-Validation Accuracy: 0.8669 (+/- 0.0107) 

Decision Tree 0.8383 0.8383 0.8383 0.8383 
Cross-Validation Accuracy: 0.8345 (+/- 0.0232) 
Random Forest 0.8861 0.8863 0.8861 0.8861 
Cross-Validation Accuracy: 0.8880 (+/- 0.0155) 
Gradient Boosting 0.8850 0.8854 0.8850 0.8850 
Cross-Validation Accuracy: 0.8795 (+/- 0.0075) 

 

รูปท่ี 5 Gradient Boosting Tree Visualization 

 

รูปท่ี 6  Feature ท่ีส าคญัใน Random Forest  

III. ผลการศึกษาและการอภิปรายผล 
1. ผลการศึกษา 

1.1 ประสิทธิภาพของโมเดลท่ีได้รับการปรับแต่ง (Tuned 
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โมเดล Random Forest ท่ีไดรั้บการปรับแต่งแสดงความ

แม่นย  า (Accuracy) 88.61% บนชุดขอ้มูลทดสอบซ่ึงแสดงให้เห็นว่า
โมเดลสามารถพยากรณ์การฟ้ืนตวัอยา่งสมบูรณ์ของผูป่้วยโรคหลอด
เลือดสมองได้ ผลการทดสอบโมเดลแสดงให้เห็นว่า โมเดลมีค่า 
Precision, Recall, และ F1-Score ค่อนขา้งสูง ตารางท่ี 1 
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ผลการศึกษาและการอภิปรายผล
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Logistic Regression 0.8708 0.8708 0.8708 0.8708 
Cross-Validation Accuracy: 0.8669 (+/- 0.0107) 

Decision Tree 0.8383 0.8383 0.8383 0.8383 
Cross-Validation Accuracy: 0.8345 (+/- 0.0232) 
Random Forest 0.8861 0.8863 0.8861 0.8861 
Cross-Validation Accuracy: 0.8880 (+/- 0.0155) 
Gradient Boosting 0.8850 0.8854 0.8850 0.8850 
Cross-Validation Accuracy: 0.8795 (+/- 0.0075) 

 

รูปท่ี 5 Gradient Boosting Tree Visualization 

 

รูปท่ี 6  Feature ท่ีส าคญัใน Random Forest  

III. ผลการศึกษาและการอภิปรายผล 
1. ผลการศึกษา 

1.1 ประสิทธิภาพของโมเดลท่ีได้รับการปรับแต่ง (Tuned 
Model Performance) 
โมเดล Random Forest ท่ีไดรั้บการปรับแต่งแสดงความ

แม่นย  า (Accuracy) 88.61% บนชุดขอ้มูลทดสอบซ่ึงแสดงให้เห็นว่า
โมเดลสามารถพยากรณ์การฟ้ืนตวัอยา่งสมบูรณ์ของผูป่้วยโรคหลอด
เลือดสมองได้ ผลการทดสอบโมเดลแสดงให้เห็นว่า โมเดลมีค่า 
Precision, Recall, และ F1-Score ค่อนขา้งสูง ตารางท่ี 1 

 
 

รูปที่ 7 Confusion matrix แสดงผลจากประสทิธภิาพของโมเดล

Kunaton, Predicting full recovery in stroke

Journal of the Thai Medical Informatics Association, 2, 135-143, 2025



141

	 1.2	การวิเคราะห์ Confusion Matrix

		  โมเดล Random Forest มีประสิทธิภาพที่ดีทั้งในการ

พยากรณ์การฟื้นตัวอย่างสมบูรณ์ของผู้ป่วยโรคหลอดเลือด

สมอง (Yes) และการพยากรณ์การฟ้ืนตวัอย่างไม่สมบรูณ์ของ

ผูป่้วยโรคหลอดเลอืดสมอง (No)  โดยมค่ีา Precision, Recall 

และ F1-Score อยูใ่นช่วง 0.90 ถงึ 0.91 และม ีค่า Accuracy 

ของโมเดลสูงถึง 91% เนื่องจากค่าต่าง ๆ  ของคลาส No และ 

Yes ใกล้เคียงกัน แสดงให้เห็นว่าโมเดลสามารถจัดการกับ

ข้อมูลท่ีมีความไม่สมดุลได้ดี แต่จ�ำนวนตัวอย่างใน Support 

ต�่ำอาจเกิดจากการแบ่งข้อมูลออกเป็นชุดเล็ก ๆ เพื่อใช้ในการ

ทดสอบ, การท�ำ Resampling หรอืการกรองข้อมลูทีไ่ม่สมบรูณ์ 

ซึ่งเป็นสาเหตุหลักที่ท�ำให้ข้อมูลที่ถูกทดสอบมีจ�ำนวนลดลง 

ตารางที่ 2 

	 การศกึษานีย้งัชีใ้ห้เหน็ถงึข้อดขีองการใช้ Random Forest 

เมือ่เทยีบกบัโมเดล Decision Tree ซึง่ได้รบัการสนบัสนนุจาก

งานวจิยัโดย (Marron et al., 2014) ทีร่ะบวุ่า Random Forest 

มกัมปีระสทิธภิาพสงูกว่าในด้านความแม่นย�ำและการจดัการกบั

ข้อมลูทีม่หีลายมติ ิ[10] อย่างไรกต็าม โมเดล Random Forest 

ที่พัฒนาข้ึนมีความแม่นย�ำในการพยากรณ์การฟื้นตัวอย่าง 

ไม่สมบรูณ์ของผูป่้วยโรคหลอดเลอืดสมองมากกว่าการพยากรณ์

การฟ้ืนตวัอย่างสมบรูณ์ของผูป่้วยโรคหลอดเลอืดสมอง แสดง

ให้เหน็ว่ามคีวามท้าทายในการพยากรณ์การฟ้ืนตวัอย่างสมบรูณ์

ของผู้ป่วยโรคหลอดเลือดสมองในก่อนออกจากโรงพยาบาล 

ซึง่อาจสอดคล้องกบัข้อค้นพบในงานวจิยัของ (Ungkawa & Rafi, 

2024) ที่ระบุว่าความไม่สมดุลของข้อมูลในระดับต่าง ๆ อาจ

ส่งผลต่อประสิทธิภาพของโมเดล [20] จากการวิเคราะห์อาจ

เนื่องมาจากจ�ำนวน feature ที่มาก ท�ำให้โมเดลพยากรณ์การ

ฟ้ืนตวัได้ไม่ค่อยแม่นย�ำ และจากการพจิารณาพบว่าคณุลกัษณะ

ทีจ่ะการพยากรณ์การฟ้ืนตวัอย่างสมบรูณ์ของผูป่้วยโรคหลอด

เลือดสมอง ขึ้นอยู่กับคุณลักษณะทางการประเมินทางคลินิก 

เช่น Barthel index ครัง้ที ่1, NIHSS ครัง้ที ่1, mRS ครัง้ที ่1, 

BS, LDL, อายุ, GCS score เป็นต้น ความส�ำคัญของผลลัพธ์

ทีไ่ด้รบัในงานวจิยันีอ้ยูท่ีก่ารพสิจูน์ว่าโมเดล Machine Learning 

สามารถใช้ในการพยากรณ์ผลลัพธ์ของผู ้ป ่วยโรคหลอด 

เลือดสมองและวางแผนการรักษาหรือปรับเปล่ียนพฤติกรรม 

ที่เหมาะสมได้ 

	 การทดสอบและเปรยีบเทยีบโมเดลหลายรปูแบบช่วยยนืยนั

ว่า Random Forest เป็นตัวเลือกทีเ่หมาะสมทีสุ่ดในการใช้งานจรงิ 

การตรวจสอบ Overfitting/Underfitting เป็นส่วนส�ำคัญของ

การพัฒนาโมเดล Machine Learning เพื่อให้แน่ใจว่าโมเดล 

ที่พัฒนาไม่เรียนรู้ข้อมูลมากเกินไป (Overfitting) หรือเรียนรู้

น้อยเกนิไป (Underfitting) การตรวจสอบนีถ้กูด�ำเนนิการโดย

การเปรยีบเทยีบผลการท�ำงานของโมเดลบนชดุข้อมลูฝึกอบรม

และชุดข้อมูลทดสอบ และผลการทดสอบโมเดล Random 

Forest ทีถ่กูปรบัแต่ง (Tuned Random Forest) บนชดุข้อมลู

ทดสอบแสดงให้เหน็ว่าโมเดลมคีวามแม่นย�ำ (Accuracy) ถงึ 

88.61% ซึ่งบ่งชี้ว่าโมเดลสามารถพยากรณ์การฟื้นตัวอย่าง

สมบรูณ์ของผูป่้วยโรคหลอดเลอืดสมองได้อย่างแม่นย�ำในกรณี

ส่วนใหญ่

สรุปผลการศึกษา
	 จากการศึกษาเปรียบเทียบแบบจ�ำลองการพยากรณ์การ 

ฟ้ืนตวัของผู้ป่วยโรคหลอดเลอืดสมองโดยใช้ข้อมลูจากโรงพยาบาล

หาดใหญ่ พบว่าแบบจ�ำลอง Random Forest มีประสิทธิภาพ

สูงสุดและใกล้เคียงกับ Gradient Boosting เมื่อเปรียบเทียบ

กับแบบจ�ำลองอื่น เช่น Logistic Regression และ Decision 

	 1.3	การเปรียบเทียบโมเดล (Model Comparison)

		  ในระหว่างการพฒันาโมเดล มกีารทดสอบและเปรยีบ

เทียบโมเดลหลายแบบ เช่น Logistic Regression, Decision 

Tree, Random Forest และ Gradient Boosting จากการ

เปรียบเทียบพบว่า Random Forest มีประสิทธิภาพดีที่สุด 

โดยให้ค่า Accuracy, Precision, Recall, F1-Score และ 

Cross-Validation Accuracy สงูกว่ารปูแบบอืน่ ๆ  และสามารถ

จัดการกับข้อมูลที่มีความซับซ้อนได้ดีกว่า ตารางที่ 1

2.	 อภิปรายผล
	 ผลการศึกษาน้ีแสดงให้เห็นว่าโมเดล Random Forest 

ท่ีพัฒนาขึ้นมีความแม่นย�ำในการพยากรณ์การฟื้นตัวอย่างไม่

สมบรูณ์ของผูป่้วยโรคหลอดเลอืดสมอง ซ่ึงสอดคล้องกบังานวจิยั

อืน่ ๆ ท่ีแสดงให้เหน็ว่าโมเดล Random Forest และ Gradient 

Boosting มปีระสทิธภิาพในการจดัการข้อมลูทีม่คีวามซับซ้อน

และไม่สมดุลได้ดีกว่า โมเดลอื่น ๆ  เช่น Logistic Regression 

และ Decision Tree เช่นเดียวกับที่พบในงานวิจัยของ (Wang 

et al., 2020) ที่แสดงว่า Random Forest มีความสามารถ

สูงสามารถท�ำนายผลการฟื้นตัวได้อย่างแม่นย�ำในกลุ่มผู้ป่วย

ขนาดใหญ่ [5] [13]

รูปท่ี 7 Confusion matrix แสดงผลจากประสิทธิภาพของโมเดล 

1.2 การวเิคราะห์ Confusion Matrix 
โม เดล  Random Forest มีประสิท ธิภาพ ท่ี ดีทั้ งในการ

พยากรณ์การฟ้ืนตวัอย่างสมบูรณ์ของผูป่้วยโรคหลอดเลือดสมอง 
(Yes) และการพยากรณ์การฟ้ืนตวัอย่างไม่สมบูรณ์ของผูป่้วยโรค
หลอดเลือดสมอง (No)  โดยมีค่า Precision, Recall และ F1-Score 
อยูใ่นช่วง 0.90 ถึง 0.91 และมี ค่า Accuracy ของโมเดลสูงถึง 91% 
เน่ืองจากค่าต่าง ๆ ของคลาส No และ Yes ใกลเ้คียงกนั แสดงให้
เห็นว่าโมเดลสามารถจดัการกบัขอ้มูลท่ีมีความไม่สมดุลไดดี้ แต่
จ านวนตวัอย่างใน Support ต ่าอาจเกิดจากการแบ่งขอ้มูลออกเป็น
ชุดเลก็ ๆ เพื่อใชใ้นการทดสอบ, การท า Resampling หรือการกรอง
ขอ้มูลท่ีไม่สมบูรณ์ ซ่ึงเป็นสาเหตุหลกัท่ีท าให้ขอ้มูลท่ีถูกทดสอบมี
จ านวนลดลง ตารางท่ี 2  

           ตารางที่ 2 Confusion Matrix ของ Random Forest 
Class Precision Recall F1-Score Support 

No 0.91 0.91 0.91 147 
Yes 0.90 0.90 0.90 129 
accuracy   0.91 276 
macro avg 0.91 0.91 0.91 276 
weighted avg 0.91 0.91 0.91 276 

 
1.3 การเปรียบเทียบโมเดล (Model Comparison) 

ในระหว่างการพัฒนาโมเดล มีการทดสอบและ
เปรียบเทียบโมเดลหลายแบบ เช่น Logistic Regression, Decision 
Tree, Random Forest และ Gradient Boosting จากการเปรียบเทียบ
พบว่า Random Forest มีประสิทธิภาพดีท่ีสุด โดยให้ค่า Accuracy, 
Precision, Recall, F1-Score แ ล ะ  Cross-Validation Accuracy สู ง
กว่ารูปแบบอ่ืน ๆ และสามารถจดัการกบัขอ้มูลท่ีมีความซับซ้อน
ไดดี้กวา่ ตารางท่ี 1 

2. อภิปรายผล 
ผลการศึกษาน้ีแสดงให้เห็นว่าโมเดล Random Forest ท่ี

พฒันาข้ึนมีความแม่นย  าในการพยากรณ์การฟ้ืนตวัอยา่งไมส่มบูรณ์
ของผูป่้วยโรคหลอดเลือดสมอง ซ่ึงสอดคลอ้งกบังานวิจยัอ่ืน ๆ ท่ี
แสดงให้เห็นว่าโมเดล Random Forest และ Gradient Boosting มี

ประสิทธิภาพในการจดัการขอ้มูลท่ีมีความซับซ้อนและไม่สมดุล
ไดดี้กว่า โมเดลอ่ืน ๆ เช่น Logistic Regression และ Decision Tree 
เช่นเดียวกับท่ีพบในงานวิจัยของ (Wang et al., 2020) ท่ีแสดงว่า 
Random Forest มีความสามารถสูงสามารถท านายผลการฟ้ืนตวัได้
อยา่งแม่นย  าในกลุ่มผูป่้วยขนาดใหญ่ [5] [13] 

การศึกษาน้ียงัช้ีให้เห็นถึงขอ้ดีของการใช้ Random Forest 
เม่ือเทียบกับโมเดล Decision Tree ซ่ึงได้รับการสนับสนุนจาก
งานวิจัยโดย (Marron et al., 2014) ท่ีระบุว่า Random Forest มักมี
ประสิทธิภาพสูงกว่าในดา้นความแม่นย  าและการจดัการกบัขอ้มูลท่ี
มีหลายมิติ[10] อยา่งไรก็ตาม โมเดล Random Forest ท่ีพฒันาข้ึนมี
ความแม่นย  าในการพยากรณ์การฟ้ืนตวัอยา่งไม่สมบูรณ์ของผูป่้วย
โรคหลอดเลือดสมองมากกว่าการพยากรณ์การฟ้ืนตวัอยา่งสมบูรณ์
ของผูป่้วยโรคหลอดเลือดสมอง  แสดงให้เห็นว่ามีความทา้ทายใน
การพยากรณ์การฟ้ืนตัวอย่างสมบูรณ์ของผูป่้วยโรคหลอดเลือด
สมองในก่อนออกจากโรงพยาบาล  ซ่ึงอาจสอดคลอ้งกบัขอ้คน้พบ
ในงานวิจยัของ (Ungkawa & Rafi, 2024) ท่ีระบุว่าความไม่สมดุล
ของขอ้มูลในระดับต่าง ๆ อาจส่งผลต่อประสิทธิภาพของโมเดล
[20] จากการวิเคราะห์อาจเน่ืองมาจากจ านวน feature ท่ีมาก ท าให้
โมเดลพยากรณ์การฟ้ืนตวัไดไ้ม่ค่อยแม่นย  า และจากการพิจารณา
พบว่าคุณลกัษณะท่ีจะการพยากรณ์การฟ้ืนตวัอย่างสมบูรณ์ของ
ผูป่้วยโรคหลอดเลือดสมอง  ข้ึนอยูก่บัคุณลกัษณะทางการประเมิน
ทางคลินิก เช่น Barthel index คร้ังท่ี 1, NIHSS คร้ังท่ี 1, mRS คร้ัง
ท่ี 1, BS, LDL, อายุ, GCS score เป็นตน้ ความส าคญัของผลลพัธ์ท่ี
ได้รับในงานวิจัยน้ีอยู่ท่ีการพิสูจน์ว่าโมเดล Machine Learning 
สามารถใชใ้นการพยากรณ์ผลลพัธ์ของผูป่้วยโรคหลอดเลือดสมอง
และวางแผนการรักษาหรือปรับเปล่ียนพฤติกรรมท่ีเหมาะสมได ้ 

การทดสอบและเปรียบเทียบโมเดลหลายรูปแบบช่วย
ยืนยนัว่า Random Forest เป็นตัวเลือกท่ีเหมาะสมท่ีสุดในการใช้
งานจริง การตรวจสอบ Overfitting/Underfitting เป็นส่วนส าคัญ
ของการพฒันาโมเดล Machine Learning เพื่อให้แน่ใจว่าโมเดลท่ี
พฒันาไม่เรียนรู้ข้อมูลมากเกินไป (Overfitting) หรือเรียนรู้น้อย
เกินไป (Underfitting) การตรวจสอบน้ีถูกด าเนินการโดยการ
เปรียบเทียบผลการท างานของโมเดลบนชุดขอ้มูลฝึกอบรมและชุด
ข้อมูลทดสอบ และผลการทดสอบโมเดล Random Forest ท่ีถูก
ปรับแต่ง (Tuned Random Forest) บนชุดข้อมูลทดสอบแสดงให้

Kunaton, Predicting full recovery in stroke

Journal of the Thai Medical Informatics Association, 2, 135-143, 2025



142

Tree โดย Random Forest และ Gradient Boosting ใหค้วาม

แม่นย�ำ (Accuracy) สูงถึง 88.61%, 88.50% ตามล�ำดับ 

โดยผลการศกึษานีพ้บว่าการพยากรณ์การฟ้ืนตวัของผูป่้วยโรค

หลอดเลือดสมองด้วยโมเดล Random Forest ขึ้นอยู่กับ

คุณลักษณะทางคลินิกส�ำคัญ ได้แก่ Barthel index ครั้งที่ 1, 

NIHSS ครั้งที่ 1, mRS ครั้งที่ 1, BS, LDL, อายุ, GCS score 

ข้อมลูเหล่านีเ้ป็นปัจจยัส�ำคญัทีส่ามารถช่วยให้โมเดล Machine 

Learning สามารถเรยีนรูไ้ด้ดแีละมปีระสทิธภิาพในการท�ำนาย

การพยากรณ์การฟื้นตัวของผู้ป่วยโรคหลอดเลือดสมอง

	 แม้ว่าโมเดล Random Forest มปีระสทิธภิาพทีด่ทีัง้ในการ

พยากรณ์การฟ้ืนตวัอย่างสมบูรณ์ของผูป่้วยโรคหลอดเลอืดสมอง 

(Yes) และการพยากรณ์การฟ้ืนตวัอย่างไม่สมบรูณ์ของผูป่้วย

โรคหลอดเลอืดสมอง (No) แต่จ�ำนวนตวัอย่างใน Support ต�่ำ

อาจเกดิจากการแบ่งข้อมลูออกเป็นชดุเลก็ ๆ  เพือ่ใช้ในการทดสอบ, 

การท�ำ Resampling หรือการกรองข้อมูลที่ไม่สมบูรณ์ ซึ่งเป็น

สาเหตหุลกัทีท่�ำให้ข้อมลูทีถ่กูทดสอบมจี�ำนวนลดลงในภาพรวม 

แบบจ�ำลอง Random Forest ได้รับการยอมรับว่าเป็นโมเดล

ท่ีเหมาะสมในการพยากรณ์การฟื้นตัวของผู้ป่วยโรคหลอด

เลือดสมอง โดยผลการวิจัยนี้สามารถน�ำไปประยุกต์ใช้ในการ

วางแผนการรกัษาหรอืปรบัเปลีย่นพฤตกิรรมทีเ่หมาะสมได้รวม

ทั้งฟื้นฟูผู้ป่วยได้อย่างมีประสิทธิภาพ
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