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Abstract

With developments in computer science and data science, the field of artificial intelligence known as machine learning
entered the dental field. It has been used in endodontics, for example, to locate periapical lesions in the radiographs, Identification
of the root canal morphology, detection of root fracture etc. The majority of studies employ supervised machine learning, wherein
humans provide a labeled input data set for the computer to train using statistical equations, producing intricate mathematical
models. Once the created model has proven to be sufficiently efficient, it is then put into use, and its performance is reviewed.
Convolutional neural network (CNN) learning techniques are utilized to extract crucial data for model creation from imaging and
radiography data, which make up most of the data used in endodontic research. Most research has concluded that machine
learning is effective. Enhance decision-making speed while increasing operational precision. It might serve as a supplementary

mechanism to improve operational efficiency.
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Artificial General Intelligence
(machine intelligence)

Artificial Narrow Intelligence
(machine learning)
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semi-supervised Uag reinforcement learning (E‘Uﬁ 2)
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Reinforcement

Learn from mistakes

U 2 Uszianvednisiieuiveaies (Types of

machine learning)
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Hugteudyadeyasioraifitheiiulinouinmes
Seujasradulumanisdndula dedrsyadeyaigu
sUatiuuargUuaansousyyinguladudniviiale wse
sUituitszyitudledisosnuaritudlelsifsens (Ul 3)

Unsupervised learning L‘td]uagmiﬁﬂuéimmgwj
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TUsunsuapufiamas fia uinunseaunuInd onvus
wrarflaniidusyweld

A5n1338U3VRATAIUY supervised learning
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Sana'%ﬁumsﬁauﬁ%aﬁLﬂéaawuu supervised learning

1. Decision tree (Judanesfiufildlassasia
WU flow chart wieudulfusnduaiusniuuunas
dilusgiuans flduysenaufie root, internal nodes,
branches, uag leaves (3U71 5) m3dndulavessaneiiiu
5%%%3mmmLmus‘l’ﬂﬂaﬁmmqmuqmﬁa root
node Wenuteyaindulunuiioulvdaneifinfaz
daaulalunuiirmaveaunnds aunsevisisdugaried
sindulame leaf nodes

Root node

Internal nodes

Branches

Leaf nodes

Uil 5

CaN

Decision tree algorithm

@\)‘“"ﬂl/%
Thai Endod J [FIyTE
3
P Thai Endodontic Association ot

2. Random Forest (RF) \Jusanasfiufiass
31N decision tree aneyaunTIuiulagasiswuvanl
wiazyaiinuuansaileliiainunainvaisuas
finnududaseretuduisantymnisia overfitting
fudeyagaiiinin nsld decision tree 1uauaN
Suwfulenzideyailiusgansamnisviuiasnis
mansaliirnuusiugunniy

3. Gradient boosting machine (GBM) (Jusa
nes7iuuuy ensemble FeliaaiiAnainluaauinnin
wilslunaiiunyseneviudulunafiiaududou
Tne GBM Julumafiad1a9in decision tree §1u7u
nagyaLeiulaeni1sin decision tree WiAzYAL
FeudanAranaInves decision tree YAnaUNtVINlA
nsmnnsalficnuutiugintuniusiuiunisous
484 decision tree TunnTustoiiaaiu

4. Support vector machine (SVM) fhdanesiiu
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5. K-nearest neighbor (KNN) \Judanesiiu
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A MITuunnguradnsaualndifgaastayaniy
Foyagnduuunsul fegray yadeyayandadiuun
soniu 2 ngu (U 7) Ao adeyaiivheifudy
Adouavduns efifeyagalv (@) fiFesnsdiuun
Tegnaule Sanesiiu KNN aztfudeyagailndqalvsl
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wnigaiielflunisdaduls A1 K mnefsduiuvesyn
Yoyalndfaniildiansan fetgradu frimuann K
winfu 3 Saneviuarligadeyamuvisiieglndiutoya
ilvsisnndign 3 sundsuasdindulamudniugadeya
fiflnnndn 9nguaaitlndandeyalmi 3 9a Uszneuse
AAYT 1 AUAZIALAI 2 90 et KNN A WUNYALNY
T dudrunilewaangudung

‘ . ‘ =Class A
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3‘1]‘17‘ 7 K-nearest neighbor algorithm

6. Naive Bayes \udanesiiufidnaulanusngu

o a = | o
Joyalaen1sdmguiainuuiaziiuves Bayes 7ifl
a ' 2 A a ¢ = &1 A aa
wAnANugiluiiamenisalnilanaeiiiedian
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n135eugidean (Deep learning; DL)

DL flu machine learning fiaviisfineufinnes
ztdeyalduiATIgvinIgaunIsNER LAz
Juluma Tnesuauaunisazainiunuaududou

vestoyadearunsalisusanunduwnuaindendn
\w3engUsyamiiey (neural network) (5U7 8)

Input layer Output layer

’ Hidden layer ‘

U7 8 wasevteUszamiien (neural network) ¥8s

machine learning

mﬂgﬂﬁ 8 L#AINTTYIN91UYDS machine learning
Tne input layer Aetutoyarndhiiteudndrouiames
hidden layer feturesaunisneadnfiinnisfua
wagdadayasemineiulianududounasliaunsainis
yhaowiwudelmileldnadnsnsdnaulaazdsaadwsonn
undl output layer 2enauusiazasludu hidden
layer 38071 node Madssiadoyadidnunaluaingzming
node agdudauviligninluseuiisuiunisdesie
T8ATD9ITUUUTEA F958NN1YINUYDY machine
learning ‘ﬁ’iﬂ artificial neural networks (ANN)
nsalayadiduiuinuaziinnududeulunisinsiei
nsld hidden layer Wisstuierasilfidonaiuay
n3nenslunisduannnissimsfmunlaoifivd oy
hidden layer fustl¥nissunddunuanasayFeon
ANN 7§13 hidden layer 1nnndinietudn deep
learning(12) ansnsa@eunnudslifagui o
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Hidden layers

Output layer

Input layer

sUf 9
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Lﬂ%a‘dwﬂisamLﬁamaamsﬁaui’@aﬁﬂ
(deep neural network) 3g891u7u hidden layer
1NNINNTITY
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Convolutional neural networks (CNN) 1Ju
ML wila supervised learning ﬁgﬂﬂ’muﬁmﬁauﬁﬂmm
Aeaffuguniw (16) Tend ANN azamnsauddym
sUnmiTlififunasldognediussaniam wu sufuas
n3ofonwIUUNIEAwaYY unarlifiusz@nsain
SloguniniiseaziBeafiunds iwu suusiuthensdou
savudfilseguuauy vihlvdesadindeya (feature
extraction) ﬁﬂﬁ'ﬁyaaﬂmmﬂgﬂmwﬁﬁﬁwé’qdauﬁ%

ST
Thai Endod J ﬁm%

P Thai Endodontic Association ?"@,%m@

Urdeyaidng neural networks Benduneuiin
convolution ﬁ'\‘m?umm%msﬁuaa CNN A8 neural
networks §uteyatdiisinunszuiunisaiadoya
dn

@

U7 (31J17’i 10)
U-net (17)

convolutional neural network wWUUABANNARAUTULY

WudaneSAuAWauIN1aIn

Un.A.2015 ﬂmﬂﬁﬁﬁ’ugﬂmqmiLLWWéLﬁa%meﬁTiﬂ
wIesvyAIRaUnAlun ey Ukuuandnenssue
Usznausie CNN 2 du fle sumnuuudeuazaengly
wiartuiliedouduununmidnvueadnesusa U
(3U71 11) Lﬂué’aﬂa‘%ﬁuﬁmmmszqﬁuﬁLLasLLEmLé’u
vauvasgunnladluseduiingadavuizdmivau
image segmentation 38 image classification

Probabilistic neural network (PNN) tJuiaSe
Prevszamiieuiilddmiulgmnssiuundssnnuas
N159313UUY dane3iiuagld probability distribution
function lagad1991nLAS0918 Bayesian A9affAo
fimnuSnazauutudnnia3enie perceptron
vanedu warligoulmserRnund

Deep Residual Network (ResNet) (18)
Fulseailidmivnuuszanaguam gnitanntuile
wAdgw3e9ue9 vanishing gradients a1nluinadisl
Lﬂ%@sﬂ’]EJgﬂ‘VimEJ%UVT’]Iﬁ‘?T@&Jﬁﬁ]’]ﬂ%UUUQ%Lﬁ@‘u%’]ﬂlﬂ

Input Convolution Pooling

Fully connected

Flatten layer layer

Output

Feature extraction

b / "
NAA No lesion

A Lesion

l L Classification —I

E‘U 1 10 Convolutional Neural Networks
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input
image /o
tile

output
segmentation

map

=» conv 1x1

' 1
2 olol 3 l‘l‘l = conv 3x3, ReLU
~a & E : ' 8 | copy and crop
3 l‘.‘. e e # max pool 2x2
g ) " I 4 up-conv 2x2
[ > e

g"d‘ffi 11 U-net architecture fidnwaizaanasa U (17)

Wiedinsdernulugatudn JudiwwiAnlideiuteyaain
Fuusn (@ x) aslvuindunaansnlaangudn (Ui 12)

v
o

Fan1svinwuiynlnlunantadussansnnavuiioluna
fuUszanmiguanranetu

X
Y
weight layer
}.(x) Y relu X
weight layer identity
F(x) +x

5U% 12 Residual leaning L@AINITEINIUAT X

v

nTuvLashluIntunaanslutuan (18)

Xception net gniwaualag Chollet (19)
Tl A./.2017 Hulumawuy depthwise separable

convolutions ANMWIYFUUTIIN CNN LUUALAY

TnoflduiadedroUsramiivuuuy convolutional
$1U 36 uiioannisinauuazyszananausdansdl
Uszansnmiindu ResNet (Julunadidussandam
wagldnanlunisiunusinilana CNN wuusady

nsUszdludszansnmvedluna
SeaalunannysiindSaarUsziiiulszansam
vodlunadedoyayemadeulnefusdussdnsnmaes
Tumaszutsmnssinveslimaiad iy
n15UsELIuUIEANS A nveslulnauwuy linear
regression (20, 21) AgUszliiuyUszansnmueslinaniy
R-squared score (R?), mean squared error (MSE),
mean absolute error (MAE), %58 mean absolute
percentage error (MAPE) Tnelannseunnisiansiail 1
R-squared score tHurfiuanaauunneia
seninsAneiafuanensal Tagaziadesfianidu
otfuduazAmnAgaitiy 1 Bedndnlng 1 wnwitle
wanIdusEdnsainnisnennsallnalAgaaasaunn
Wity Tawmaiiaensiien R? 3nnnin 0 wazdilng 1
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Mean squared error AoAaAEANLLANAIIYDS
massfuAmmensalonmasaes Wmitventseuaane
\deUvBIRYUNEINAT3Y Wy Tuwamennsalgaumndls
ATNINTALYINAY 37 eAwalud dA1 MSE Wiy 9
waneinA19sedllanaegluge 37 + 3 ssewadesa
W9 =3 mmaﬁﬁamammﬁaauﬁaqmﬂL“f]um'ﬁ'
muadldanaunisiuaidsaes

Mean absolute error ﬁa?ﬁ%aﬁlﬂmﬂmmﬂﬁhﬂﬁuad
A1RseuATNeINSalduYsal fivantispnunaInIAden
Y8IAYIUIIINAIDT aNwaENISITUIKilauU
A1 MSE

Mean absolute percentage error g MAE
ﬁLL‘Uﬁﬂﬁa&ﬂugU%’aaazLﬁammazmﬂiumiﬁami U
Tunafiadraduilin MAPE 2.19% sneauindweinse]
lgtlenanannndeu £2.1%

nsUszIiuUsEansainveluinal22) wuu
logistic regression AzUsziiiuvsz@ndninassluing
#8 confusion matrix LagAUNMANUUsEANS AW
Usgnaunie accuracy, precision, recall, negative
predictive value, sensitivity, specificity, Fl-score

TAYANNITANUIUNIANTIN 2

v
v [

5199 1
ngu
AN

R-squared score (R?)

Mean squared error (MSE)
Mean absolute error (MAE)

Mean absolute percentage error (MAPE)

ulaaag,
Thai Endod J (3

P Thai Endodontic Association

Ston »+ m\@

%
% &
“donic A

Accuracy A® AULNULIURINITNYINTA
Uaﬂ%’aaa31‘7ﬁ:uLmawmmaﬁé’gnﬁaammﬁwmuﬂ%ﬂﬁ
wernsaliavue mslden accuracy UssifiuUszavanm
v93lunalvon3sETINTANqUAIUINLAL NUAIAUL
Frnusafuanydeisendt imbalance class osan
dvtinvesanuuduglunisneinsalifeuiomanin
Mnnquyadeyaiifisiuiuuinniviliuilunass
nensainguiiiidutiosfiafamuaaiamnuusiugives
n1snensaldanadengs e‘z’faawﬂwlﬂémmﬂammﬁﬁm
wanls fadusenlsiiansanaUadsulszneunis
Usziliulszansnmlunasiey

Precision 39 Positive predictive value #®
dndruiiveniauszadndninaasnisnensainiuan
JmgnsalauIngndesiesazivinlaainnisnensal
FuanYaviLR A1 precision lugauARAe 1 MianeAAi
Tumanensaidwanldgniesiomunlagliafidy
ATUINAN (false positive)

Recall #38 Sensitivity %30 True positive rate
G mmu’wzLﬁuﬁiuLma%wmﬂsaimmﬂlé’gﬂé’mmﬂ
yodoyarTafifiauandiomn A1 recall Tugaunife 1
‘wmammdﬂmL@a‘wmmaﬁﬁwmnlé’gﬂﬁaqﬁwmlmsJ
Tfienfiduanavan (false negative)

AUNITAUIVDIFITIAL N UTEEIUUTZANS AN IILAALUU regression

gUN19
R2 1 X0 —9)?
(yi —¥)*?

n
1 .
MSE = NZ(% -9)?
=

n
1
MAE = > Iy~ 9|
=1
n A~
1y =3
N lyil

i=1

MAPE = x 100

e Y Ao ANuasevesteyausiazi, ¥ Ao AmeinIalvestayausiazdd, N Ae uiutayanavia,

n PR uIUTBYALAAENANR 081
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F1 score Ao Afildlunsussdfiuuseansnimues
Tunalagsausiarn precision uaz recall Whl3deu
Tneldnsiuinanadsaadsansueiinvedsaes
IngrA1gauARves Fl-score Ap 1 F4MUIAINTN
e precision taz recall fosilanviniy 1 ﬁ’qgj sl
A1 Fl-score %ﬁﬂ'wqqlﬁﬁuﬂ'wﬁLﬂuaaﬁﬂsxﬂauﬁa
precision uag recall fasfiAngarisg Savsnzaniiosldly
nsUszliuUsEans A mvedlimauINnIIAl accuracy

Dice Score %38 Sgrensen-Dice coefficient
\Junisduuadanlddaranumiieufuvesioya
Megedan Ao AvIekazA1ase Idlununsteu;
AN UULENEIU (deep learning-based segmentation)
Tnstanizlunsdfidgvidutoyasaunadugs
(High-class Imbalance Problem) dfnagsenine 0 uag 1
Tneadaudilng 1 B4

Negative predictive value A® dnaufiuends
UszAVBATMBInIsWeINTalAaY UBNINEINTalAIaUy
Qﬂéf@ﬂ%’aaazwiﬂ,mmﬂmswmﬂiaimauﬁgwm

A15199 2

Specificity %39 True negative rate A®
anurazduilumaazneinsaidauligndosanys
ﬁﬁaaﬂaa‘%aﬁﬁmauﬁg@wm

Area Under the Curve of the Receiver
Operating Characteristic Curve (AUC-ROC) tduns
Auyr9zidufinnneguuunu True positive rate
(sensitivity) iU False positive rate (A® 1-specificity)
(gﬂﬁ 13) hanaUssansninees classification model

7usiaz classification threshold Taafiunlansiu (AUC)
fﬂzL‘ﬁ‘uﬁWﬁﬂﬂuaﬂﬂﬂﬂmmiﬂiﬂUﬂ”ﬁfﬁﬁLL‘Llﬂ“i’J’E)iJ“a luma

¥ '
1 o s

ﬁ:ﬁﬂﬂwuw‘[,m”ﬂﬁmnﬂLLamdwﬁﬂaxﬁw%quﬂumi
Fuundaya 61 AUC = 1 mnefidlinad1unsadiun
Toyauuy positive uag negative ldgniasiivun
(perfect classifier) 41 AUC = 0 nungfsluinagiiun
fouaRnioun Ao deyaiidu positive azszyindu
negative Gumz‘ﬁ'sﬁaga negative %izqd%ﬂu positive
81 AUC = 0.5 uansin model fiusgansnmlunisuen
TayaT¥ning positive U negative lalvindunisgy
(random classifier) saulumaildaulgaasia AUC
laitlownan 0.5 (23)

Confusion matrix WaAIANNITATLIUAIVITUSEUUSEANS AWMU classification

Predicted class

Positive Negative
False negative __—
7 0 True positive (FN) Sansitivity
@ D (TP) -Type Il error- Lig
: b TP+FN
E
o] Negative False positive True negative Specificity
< (FP) (TN) TN
-Type | error- TN+FP
Precision Negative predictive value Accuracy
TP TN TP+TN
TP+FP TN+FN TP+TN+FP+FN
F1 score Sgrensen-Dice coefficient
precision - recall 2R
precision + recall 2TP + FP + FN
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1.0 =
Perfect classifier
©
c&\

- Y
©
o
(] “8
> \,b,;;j\,\/. R
>z oy iunus: SEAENEAHN
B 0.5 SSfe : AR
@] le,‘ HHHEH
a & e
d) e &
E \‘?"b)b;
= i

0.0 0 1.0

5
False Positive Rate

5U7 13 Receiver operating characteristic (ROC) curve

) ¥ a P = 0 o ~
N5Uszend 19N 191581 YaNATIIE M TUIINE 1Y INE T
< ot o
wulanaudlutlaguu
msfnw3de ML elilunuinendulaneusgn
PlUlgnanmrateniu Men1snensallsm Iwunanwe
a ) A A v v
MeIn1AveIiuwareieIsMined1909 wlanan 1nsed
Usziluanuenavinay Useifiuanueinlunissnud
anwaznsidaudmlvgasifgttesiusunin a1nsed
navvansifuazauiin Jadudaymuuu classification

Tnednsidulumdenis q Al (m15199 3)

nMsUsziusTAUANBINYBIAELAZNISARELTD
G

nsiaulues ML Tddmsudseidiussauainu
gnvennakarn1sinduladasde (24) lagliisnsBens
LUU deep neural network WLag support vector
machine Yadeyaundrdmiunisteuivelunaidy
FJoyadNLuUUTEiuAIINYINTYDUAAYRY American
Association of Endodontists (AAE) 310U
500 ouazgrisssntiemiuteyalnegideiviaemn
Inendulpnoudiiuiu 2 au waansnsanaulaves

ulaaag,
Thai Endod J

P Thai Endodontic Association

Stion 5 W

O\ )
Plong 15

lumaazuusnuenesndu 3 seau fe Uy Urunaa
wardn n1sUszliudsednsamudaanlunaifous
dnSanuniien sensitivity 94% uazdaeifinnusInga
Tunsdnduladese n1sld ML Tunisuszdiuanuein
wazdnduladenaazdreiununndirlunderununme
fiuszauniselfesaiuisasnduledesainadionnle
wiloufunisindulavesiununndfiBoavgy Hrvan
nantunsuseliuwazsiduniide (objective) vlvisinau
Taflanuifisanswazugdug

n1swegInsallsavadn1sinwigadagnssun19Ine )
1oulanaus (endodontic microsurgery)
lutnadinsunisnernsad lsAreenissnen
endodontic microsurgery (25) fasraaelunanis
ANAAIENS 2 WUUAD gradient boosting machine
(GBM) uaz random forest (RF) laglddayatinidiain
wUUUsEUANEINURIARALAEAINSIE CBCT 91uIu
frogranavan 234 3 wuinsvansamueduaaluns
vinelsaves GBM dim accuracy = 0.80, sensitivity = 0.92,
specificity = 0.71, PPV = 0.71, NPV = 0.92, F1 = 0.80,
ey AUC = 0.88 ﬁumxﬁiuma RF 4iAn accuracy = 0.80,
sensitivity = 0.85, specificity = 0.76, PPV = 0.73, NPV
- 0.87, F1 = 0.79, uway AUC = 0.83 luwnafiiaudie
A3 8 fausenaume 81y e wiaily vlianisvihae
nsean WIATeslsA AINNENITARRAAABISTIN AINHLLY
TanannaoIsINLazAINeI ARy AA1UE11150
Tun1snensailsaresnisvin endodontic microsurgery
19 wazluina GMB HUse@nSaindnin RF &ntee
WailunsAnwdana 1l amSadfnnunanis¥ne
Mevaansadn 1 Ylunsanduinnisshewrussauniny
ddavselilasuvaduaengu As ngu healed azlyl
Us1ngranluseadseudanesin wagngu not healed
yzUsngulusefidseuvatssinlidnezidunsdnis
wegldauysaluidnseslsadnamseluiinismelaesey
ImﬁmmmL‘vhLﬁw‘%ﬂmﬁus‘z‘fqpﬁ%’alé%m@qmmms
Anwuey Rud wazauy (26) Way Molven wagauy (27)
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dn1swmurluinaiiioszynasssingusiag
(C-shaped canal) 9 nanssddiudneideasuiaines
a139d5Un538 (CBCT) vuan1Unenssy U-net, residual
U-net uaz Xception U-net(28) annyadoyanniad
CBCT 1wy 135 am wudilnmaiiadsduannsatae
srumaeaTIngUMTlunmiad CBCT lnuazUszansnm
maaimmaﬁa%’wmm U-Net, residual U-Net, way
Xception U-Net #if1 Dice coefficients iy 0.660,
0.736, uay 0.768 ALAINU wAn1sANwIEITas
\lesanduruyadeyasetiadessinliusyansaw
vadlumadaligedadaiaansyadeyaninsed CBCT vas
ﬂa@\‘131ﬂgﬂﬁ’)%LﬁﬁJ%ﬂLLﬁ&tﬂﬁU%UﬂﬂW Wy ngLiiy
contrast anartlilunaaunsnszyvouelugUlfTy
o1 liUszans anweddumariiuannty venand
fnsaulueadiessysndudulnanarsositunsu
a198inisainamsd panoramic (29) anyadoya
§ruu 760 1w Tiadralagld AlexNet waw GoogleNet
nwuhleaduszaniaingdlunisssyinsnlnanaisves
Nunsruae@indadisinifeandasuinniandasin
IngUsedndnmluwnaliAn accuracy 87.4% ay 85.3%
AUARU

nsszyseslsasaulatesnluningsd

IuLﬂaﬁauimjﬁgﬂa%a%Lﬁa‘h’fmumﬁmm
Bulanoudidulunaliiessyseslinseutatssin
Tunm$ednanmdseuvassin amSadnalusiin
(panoramic) kagnIWssd CBCT

Tuwafiadsnnyadoyaidfidunnisdsou
Uanenlagld CNN (30) gnaseanainsedseudany
53U 4,129 A1 wuIlneaaansaTIsfinaay
winguazanuiisslunisulanaseslsaseutalssin
Tunnadlaefian F1 score = 0.828 vauriiBnnsin
vildliyadoyanmisdsouvassindiuiu 280 am (31)
a519vuantnenssu CNN WulfeiuilAn sensitivity,
specificity, ey ROC-AUC WinAu 0.79, 0.88, way 0.86

paddiu deulinaiivanuiessyseslsaseudas
s msdseutanesniiusEansam uaztaeidiy
AU N9
Tunaiiasrsannyadoyatudriduninsed
panoramic dinsldaarinenssuluu CNN (32) Tunns
aialunaNYRAI0E 199U 2,001 AW UsEANSAN
Tumanuindal AUC 0.85, sensitivity 0.65, specificity
0.87 fatiu CNN fUsgaAnsamlunisseyseslsnseou
Uanesinuun1niad panoramic vaueiiluinadaiam
1ngly deep learning algorithm (33) 91nANSs@IUIU
3,240 A laeaduszansnmlaeal F1 score = 0.58,
PPV = 0.67, uay Recall = 0.51 wonanidnisimu
Tumalaely ML SauAU3Sn1sUszulananIntuy
wavelet transformation (34) Uszansninvesluing
#iAn sensitivity 70% Wag specificity 89%
Tuwadiairsanyadoyatdiidunmssd cecT
lagld CNN vuan1dnenssy U-net Tdyatayaiidn
MUY 153 2 (35) Usedndaimveslumanyuingen
recall, precision, and F-measure WAy 0.89, 0.95
way 0.93 MudFU veuzfin1sfnwiild deep learning
algorithm Aflgadoyasiuiu 20 a1 (36) U3
Immaﬁa%ﬁﬂﬁﬁuﬁm accuracy 0.93, specificity 0.88, PPV
0.87, NPV 0.93, uaz Dice index 0.67 aziiulainluina
fignasrsdulnefyndoyaifioldfnduiumnndnviili
Tuwnafiusgansaingsndn uonaniiiannumeisy
lumsusuueusednsnmeedumalaensly ML sy
graph-based random walks segmentation (37)
ﬁﬁﬁugmmmﬂ semiautomatic multilabel random
walks algorithm ilousuussUszansawlunisadn
T9Ya31n9AN1N (pixel) YoIn1n3adlagIsn19119
AArEns wuanlumaliused@ndnnlaedan accuracy
94.1%
Tunafiwauiudiessysoslsnseutaissin
Tunmfedia 3 woulivssandamgs rdwnugadoys
B ildadrdumnaisiuaunintuazsiildluna
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fiusyavsmmiindu vonaniinsiudssavsniagld
NITUIUNITNNALNAERS WU wavelet transformation
%30 semiautomatic multilabel random walks
algorithm vhlvlaaadiuszavsamiintu gndeyanm
$98 CBCT fivsgAnSamaslunisldszyseslsaseutane
sinflosnidunnanufidliinsdeuiuiueteizdng
Aos vuzfinwisduuy panoramic AmnWazdUfUIY
Tunsene Snsdaten navenevesnm fnmsdeusiuiu
2998787 59UT19 AnueAIwrnd sl datauvinTi
Uszan5n11994lutnani190 9810 INssd CBCT uaz
AMSsdTaUYAN8IIN
N1958YT08UANYBTINTUNINSSE
N1938Y50851930500UANUUIAITDITN
(vertical root fracture) Tunmssd@seuvanesin fins
Anwlumaiinaulngldandnenssy probabilistic
neural network (PNN) (38) T w@a9g1e 200 Awlu
nsfln wuaduituund 50 auaziluiifisesunn 150
A Usztiiuuszansnmvesluinaiian sensitivity 98%,
specificity 90.5%, WLa¢ accuracy 95.7% LLaﬂm@aﬁ'Qﬂ
a%’w%mﬁaixqsammmLLmﬁwaﬁqumw%’ﬁ
panoramic 31NYATOYATINIU 300 AN (39) WU
UszanSnmvesluiaalial recall 0.75 wag F measure
0.83 IAnungngulunisaiislunaninyavoyaniniad
dudnodensuiawmesvuiaan (micro CT) U 36
a1 (40) Tneuvaduiiufifisesd 22 Juaziluung 14 3
vwanUngnssu U-net saufunisinseudayasie 3D
Isotropic Wavelets tnglilunainneituiifsessradu
FeUsnalaglddnaines Voxel sousunnsituavun
wudwmé’fﬂdauﬁqwzLﬂuﬂuﬁﬁiaa%ﬁﬂmLmaﬁqmﬂ'nﬁ
UsgAnngslunsssyitudifisendnle vasfinsly
high-resolution CBCT (hr-CBCT) $aufun1sieA iy
endodontic mode azdn1susunnlagld smoothing
filtters azvinlvivsednsamlunissrysesdtanas
uananidsdinsfnviuisuifisvlueafiainaninys

ulaaag,
Thai Endod J (3

P Thai Endodontic Association

Ston »+ \N\@

)
2 &
“donic A

Yoyanwiedsevvarssniuisuliisuiuluinafiasis
Mnyadeya CBCT Tngld PNN (41) wuinlumadiadns
Ingldnm$ed CBCT Tumsiniluseansangenitlagdl
AN accuracy, sensitivity, Wag specificity WINAU 96.6,
93.3, uaz 100% Ny vaueilunadildniniadseu
Yarwsinlunisinazdianvadu 70.00, 97.78, uasg
67.7% $UAPU

Yatayannssd CBCT Hglvilunaszysosunn
wufwesnldfiusgansainunninnindedseutans
sinfiftedinanmeadanisarefiduassdifiviliamn
vospTgviudoutiu nSERlatutuyme s ¥dune
fneuazAuniessesuan vauefinnged CBCT Wu
AUTAAINNTNTTYITRERANLATALILNTY uanNHAIL
navessesunninasouszaniamuadunadewdleses
wannirantuussansamuedlunavziiviy e
dunninnisfnwdulnglun1sideluiesdjUsnasd
nmsnuaugadeyanmssd wu (uilusnides Lildan
gnAaeesIn lilineeiu wazlifiedetzseusiniiuds
lianisAnwenaliassdudnwuzn1sldauasmig
ARLN

n13sEUAUMLsagAangidaua1esIn (minor
apical constriction)

nsseyiumissesaensiUauatesnlagldlung
fla¥rauu ANN Andregadoyaninisdseuvassin
1 50 AnSImNTeSeadeyalagds Otsu method
kag wave let theory (42, 43) wuinlunafiadetu
mmamzyoﬁ’mwu’q minor constriction ié’gﬂﬁaqﬁa
96% LﬁaL‘U‘%sfuLﬁ&UﬁU;ﬁL‘?ﬁﬂ’aﬁnwmﬁuﬁmmLﬁuimmau@ﬁ
flanunsaszylagndeadios 76% uaziinslilana ML
Lﬁaﬁ’wmmsiguﬁwmeﬂmmmmaam‘%aaizqﬂmaiw
ndlannselind (electronic apex locator) lagl43s
multifrequency impedance 21U DL (44) wuqnil
accuracy 95% 11nn1135 dual-frequency impedance
ratio TiflAausiuEUsEIN0) 85%
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Mallishery et al, 500 AAE Case SVM and DNN
2020 (24) Difficulty

Assessment

Form

SVM:

Accuracy = 94.80%
Sensitivity = 94.96%
Specificity = 94.63%
Precision = 94.96%
DNN:

Accuracy = 93.40%
Sensitivity = 93.02%
Specificity = 93.80%
Precision = 94.12%

Qu et al, 2022 (25) 341 CBCT Gradient boosting
machine (GBM) and

random forest (RF)

Gao et al, 2021 (45) 300 13 parameters  Back propagation (BP)

artificial neural network

GBM:

Accuracy = 0.80
Sensitivity = 0.92
Specificity = 0.71
PPV = 0.71

NPV = 0.92

F1 =0.80

AUC = 0.88

RF:

Accuracy = 0.80
Sensitivity = 0.85
Specificity = 0.76
PPV = 0.73

NPV = 0.87
F1=0.79

AUC = 0.83
Accuracy = 95.60%

Sherwood et al, 135 CBCT U-net,
2021 (28) residual U-net, and
Xception U-net

m Volume 2 (2) Jul - Dec 2023

Dice coefficients

U-Net = 0.660

Residual U-Net = 0.736
Xception U-Net = 0.768
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Thai Endod J '?m
P Thai Endodontic Association j

a15197 3 nsfnwitensBeuiveseieadielilumineidulaneus (se)
| Athonyear  Samplesize  Festwes  TypesofbL  Reuts
Hiraiwa et al, 2019 760 Panoramic AlexNet and GoogleNet — AlexNet:
(29) radiographs Accuracy = 87.4%,
Sensitivity = 77.3%
Specificity = 97.1%
PPV = 96.3%
NPV = 81.8%
GoogleNet:
Accuracy = 85.3%
Sensitivity = 74.2%
Specificity = 95.9%

PPV = 94.7%
NPV = 80.0%
Periapical lesion detecton
Li et al, 2022 (30) 4129 Periapical Modified ResNet-18 F1-score = 0.828
radiographs backbone
Pauwels et al, 2021 5600 Periapical CNN Sensitivity = 0.79
(31) radiographs Specificity = 0.88
ROC-AUC = 0.86
Ekert et al, 2019 2001 panoramic CNN AUC = 0.85
(32) radiographs Sensitivity = 0.65
Specificity = 0.87
PPV = 0.49
NPV = 0.93
Endres et al, 2020 3240 panoramic CNN precision = 0.60
(33) radiographs F1 score = 0.58
PPV = 0.67
Birdal et al, 2016 9 Panoramic Wavelet transformation  Specificity = 89%
(34) radiographs and polynomial Sensitivity = 70%
regression
Orhan et al, 2020 3900 CBCT U-Net Reliability = 92.8%

(35)

Machine Learning and its Application in Endodontics 67
n1suuivawAzawan1sssynsldn1inendulnnaus



’s@u‘me@

m Thai Endod J
j Thai Endodontic Association

msww 3

Setzer et al, 2020
(36)

Okada et al, 2015

(37)

Root fracture detection
Kositbowornchai

et al, 2013 (38)

Fukuda et al, 2020
(39)

Vicory et al, 2021

(40)

Johari et al, 2017
(41)

61

28

200

330

22

240

CBCT

CBCT

digital
radiography

panoramic

radiographs

high resolution
CBCT and

microCT

Periapical and
CBCT
radiographs

ﬂ’]'iﬂﬂ‘hﬂ’ﬁ]‘é]ﬂ’]'iL’iEJUﬁJEN LﬂiEN LWE]SLﬁu\ﬂU'WIEJ’]LEJUIﬂﬂE]u@ G]’e]

U-Net

Linear discriminant

analysis and AdaBoost

PNN

DetectNet

U-Net

PNN

Accuracy = 0.93
Specificity = 0.88
PPV = 0.87

NPV = 0.93

DICE index = 0.67
Accuracy = 94.1%

sensitivity = 98%
Specificity = 90.5%
Accuracy = 95.7%
Recall = 0.75

Precision = 0.93

F measure = 0.83
Probability maps give an
opportunity to the
physician to evaluate the
severity of the crack
Periapical:

Accuracy = 70.00%
Sensitivity = 97.78%
Specificity = 67.70%
CBCT:

Accuracy = 96.6%
Sensitivity = 93.3%
Specificity = 100%

Saghiri et al, 2012
(42)

Saghiri et al, 2012
(43)

Qiao et al, 2020 (44)

36

50

21

Periapical
radiographs
Periapical

radiographs

ANN

ANN

Multifrequency ANN

Impedance

Measurement
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Accuracy = 93%

Accuracy = 96%

Accuracy = 95%
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AUqe deviudeyaiiufudiuiuniniieliiiisans
dmiunisadslunaiiuszaniaminduguassase
ANSAN®Y fatulunIsAN®IITeLNeINU ML A35ENNS
Mwnunsiiudeyasgraduszuu nmsswdieduiu
JayavesaudITeviangaud TsvuuiaToingnauiimes
¢ A 2 v Yo = @
soulaliieyiglunisiiudeyaliladnuuuinneday
Tadenilsnavihludgnisasnslunaniusednsnm
luwanaituielddndulasyyseslsauunn
SedviTeduuniuTenaessn Tuszaninmanuuaiugn
gudiagldanidnenssuves ML sasvliniuuazduiy
Y o v a | Y A ~ a a o a
Tayariuandeiu WewSeuiiisuslinveaninged
ALNUINAINARBUTLANTAINVDILULARLALAINTIA WU
CBCT agllmaniusea@nsnnunnninnnsaa@niuesian
waznImsadsauUaesn (30, 32, 33, 35-37, 41)
¢ = ) P | o a L ~
ASANELNLINUNISIY ML Yrefnauladenansa
nsShwnennuiismianisinw lunagnaiialeglyd
ToyaanuuuUsEuANeINTes AAE wuhiluselevy
A \ PRy & & A aAa
nateUseni1sae vaeldAduawnng Malunsend
Uszaunisaltagarunsauseiiuseauanuenbaniiou
ANNLALY B ITUAWNNE Jile g qyvinliAuaniae
999N15USLLAUTTAUAMUEINVDUAE NITIINULULAD
ML Wunsuszananawuudmlutiavinlidaelunisdngu
Talumsussidiu anunsadssdulawifiveyalunisnsen

ulaaag,
Thai Endod J (3
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)
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“donic A

linsudu warluea ML annsailnlfFoudusuden
TUmuannsguseiuautwgueiununmgilua
wansinsnuluudazUsewmela (24)

nMsnumMuNITenulueaiiaiisen ML
dnsunisindulasiunie 9 n1sinedulanneus
fUsgaANnSnINgs au130978anAUA D BILAY TEYY
nalumsdndule 19910 ML awnsaiBousdeya
lunmSedlauinndinisiuivesuyed Wu anudy
U A easdondntesiiusngluninisd
(46, 47)

Tuina ML fiadraduunnsnsiuluusagnisdine
yilienUsyAnsnmluinadauunndnaiy daduansd
nsfnwisALL DN TI9ABUANATILAZANITIBIYDS
wiazaandmenssuildlunisandunadmesuudeya
fheehsiiniiisaneneufiazilunafiaialdluldo
939 (48)

unagy

JagtuBuiinsAnuidoiieussgndld ML fu
uUMITuANSsUINTY dnsuanvinensulanous
Auiinuinfinisfnenihanldsuuninesieadesiu
nsnsiedeuseslsnsauUaeINaINANSIERILUUEDS
fAuazanufii uduninsesnysegndld wu mssey
FPULANVDITIN N1FUTELLUAINYMNINIU NITILUN
Uselanvenasssin nsuseiliuaueinlunisinenu
Fedudumdunsussiiviaglnnded sadu ML A4
dndlugFadu o uftugn@adu DL Serwannse
Tunsadadeyadidyarngunnneudiazdadiginios
PreUszamiisuiioadradulumariesndulasiuiu
nswiendeyaseisnismsadamansifioadadeoya
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