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บทคัดย่อ

	 การเรียนรู้ของเครื่อง (machine learning) เป็นศาสตร์สาขาหนึ่งทางปัญญาประดิษฐ์ที่เริ่มเข้ามามีบทบาทในทางทันตกรรมจากความก้าวหน้า

ทางวิทยาการคอมพิวเตอร์และวิทยาการข้อมูล เริ่มมีการน�ำมาประยุกต์ใช้ในทางวิทยาเอ็นโดดอนต์ เช่น การระบุรอยโรครอบปลายรากในภาพรังสี  

การจ�ำแนกลักษณะคลองราก การตรวจสอบรากฟันแตก เป็นต้น ส่วนใหญ่จะใช้การเรียนรู้ของเครื่องแบบ supervised machine learning โดยมนุษย์ 

จัดเตรียมชุดข้อมูลน�ำเข้าพร้อมป้ายก�ำกับให้คอมพิวเตอร์เรียนรู้โดยใช้สมการทางสถิติศาสตร์และสร้างเป็นโมเดลที่ซับซ้อน จากนั้นประเมินประสิทธิภาพ

ของโมเดลที่สร้างขึ้นเมื่อมีประสิทธิภาพเพียงพอจึงน�ำไปใช้งานจริง ข้อมูลส่วนใหญ่ที่ใช้ในงานวิจัยทางวิทยาเอ็นโดดอนต์จะเป็นข้อมูลรูปภาพและภาพ

รังสีที่จะใช้วิธีการเรียนรู้แบบ convolution neural network (CNN) ในการสกัดข้อมูลส�ำคัญเพื่อสร้างโมเดล ผลการศึกษาส่วนใหญ่พบว่าการเรียนรู้

เครื่องมีประสิทธิภาพ เพิ่มความแม่นย�ำในการปฏิบัติงานและลดเวลาการตัดสินของมนุษย์ มีแนวโน้มที่สามารถน�ำมาใช้เสริมการปฏิบัติงานให้มี

ประสิทธิภาพมากขึ้นได้ 

ค�ำส�ำคัญ: การเรียนรู้ของเครื่อง, การเรียนรู้เชิงลึก, ประสิทธิภาพโมเดล, วิทยาเอ็นโดดอนต์, การรักษาคลองราก 

Abstract

	 With developments in computer science and data science, the field of artificial intelligence known as machine learning 

entered the dental field. It has been used in endodontics, for example, to locate periapical lesions in the radiographs, Identification 

of the root canal morphology, detection of root fracture etc. The majority of studies employ supervised machine learning, wherein 

humans provide a labeled input data set for the computer to train using statistical equations, producing intricate mathematical 

models. Once the created model has proven to be sufficiently efficient, it is then put into use, and its performance is reviewed. 

Convolutional neural network (CNN) learning techniques are utilized to extract crucial data for model creation from imaging and 

radiography data, which make up most of the data used in endodontic research. Most research has concluded that machine 

learning is effective. Enhance decision-making speed while increasing operational precision. It might serve as a supplementary 

mechanism to improve operational efficiency.
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บทน�ำ
	 ความก้าวหน้าทางวิทยาการ เทคโนโลยีและอุปกรณ์

คอมพิวเตอร์ในปัจจุบันท�ำให้ปัญญาประดิษฐ์ (Artificial 

intelligence; AI) เริ่มเข้ามามีบทบาทในชีวิตประจ�ำวันมาก

ขึ้น (1) เช่น ระบบการจดจ�ำใบหน้าของโทรศัพท์เคลื่อนที่ 

ระบบขับเคลื่อนรถยนต์อัตโนมัติ ระบบแนะน�ำสินค้าและ

บริการ เป็นต้น งานทางทันตกรรมเริ่มมีการศึกษาวิจัยเพื่อ

ประยุกต์ใช้ AI ตั้งแต่ช่วงปี ค.ศ.2010 (2) และมีแนวโน้มที่เพิ่ม

มากขึ้นมีการประยุกต์ใช้เพื่อวินิจฉัยจ�ำแนกรอยโรค (3, 4) 

ประเมินความเสี่ยง (5) วางแผนการรักษา (6, 7) การพยากรณ์

โรค (8) เป็นต้น สาขาวิทยาเอ็นโดดอนต์เป็นสาขาหนึ่งที่เริ่มน�ำ 

AI มาประยุกต์ใช้ในงานทางคลินิกเพิ่มมากขึ้น องค์ความรู ้

พื้นฐานทางศาสตร์ด้านวิทยาการข้อมูลและ AI จึงเป็นสิ่ง

จ�ำเป็นเพื่อความเข้าใจและประเมินประสิทธิภาพของระบบ AI 

ที่จะน�ำมาใช้งานในอนาคต บทความน้ีจึงมีวัตถุประสงค์ 

เพื่อรวบรวมองค์ความรู้พื้นฐานเกี่ยวกับวิทยาการข้อมูลและ 

AI ที่จ�ำเป็นโดยเฉพาะในเรื่องการเรียนรู้ของเครื่อง (Machine 

learning; ML) เพ่ือความเข้าใจหลักการท�ำงานพื้นฐาน  

การประเมินประสิทธิภาพของโมเดลที่จะน�ำมาใช ้งาน  

การประยุกต์ใช้ การพัฒนาต่อยอด และขอบเขตงานวิจัยใน

สาขาวิทยาเอ็นโดดอนต์ในปัจจุบัน

ปัญญาประดิษฐ์ (Artificial intelligence)

	 ค�ำว่าปัญญาประดิษฐ์เริ่มต้นใช้ตั้งแต่ปี ค.ศ. 1956  

โดย John McCarthy นกัวทิยาศาสตร์คอมพวิเตอร์ชาวอเมริกัน

ท่ีต่อยอดมาจากแนวคิดของ Alan Turing ผู ้ซึ่งประดิษฐ์

คอมพิวเตอร์ขึ้นในช่วงสงครามโลกครั้งที่สองเพื่อถอดรหัส

จากข้อความที่สื่อสารกันของฝ่ายเยอรมันได้ส�ำเร็จโดยท่ี

มนุษย์ไม่สามารถถอดรหัสได้ โดยในปี ค.ศ. 1950 Alan 

Turing (9) ได้เสนอแนวคิดว่าคอมพิวเตอร์เมื่อพัฒนาให้มี

ประสิทธิภาพมากขึ้นจะมีความสามารถทางปัญญาเสมือน

มนุษย์ โดยเสนอทฤษฎีทดสอบว่าคอมพิวเตอร์มีปัญญา

เท่ากับมนุษย์หรือไม่โดยใช้การทดสอบที่เรียกว่า การทดสอบ 

ทัวริง (10) (Turing test) มีวิธีการทดสอบโดยจัดให้ผู้ทดสอบ

พิมพ์สนทนาโต้ตอบกบัคอมพวิเตอร์เปรยีบเทยีบกบัการสนทนา

มนุษย์ที่อยู ่อีกห้องหนึ่งถ้าผู ้ทดสอบไม่สามารถระบุได้ว่า

มนุษย์และคอมพิวเตอร์อยู่ในห้องใด แสดงว่าคอมพิวเตอร์มี

ความสามารถทางปัญญาเท่ากับมนุษย์ โดยทั่วไป AI สามารถ

แบ่งได้เป็น 3 ประเภท (11) ประกอบด้วย Artificial Narrow 

Intelligence (ANI), Artificial General Intelligence (AGI), 

และ Artificial Super Intelligence (ASI) (รูปที่ 1)

	 Artificial Narrow Intelligence (ANI) หรือ weak AI 

คือ AI ท่ีมีความสามารถในการท�ำงานจ�ำกัดหรือท�ำได้เพียง

อย่างเดียว เป็น AI ชนิดท่ีพบได้ท่ัวไปในปัจจุบัน เช่น ระบบ

จดจ�ำใบหน้า ระบบแนะน�ำภาพยนตร์หรือเพลง ระบบช่วย

พิมพ์ค�ำให้สมบูรณ์โดยอัตโนมัติ ระบบตรวจสอบแกรมมา 

ระบบกรองอีเมลขยะ ระบบเหล่านี้ใช้ AI ปฏิบัติงานได้เฉพาะ

อย่างโดยมีพื้นฐานการท�ำงานจากเง่ือนไขเบ้ืองต้นท่ีก�ำหนดไว้ 

AI ชนิดนี้สร้างโดยการฝึก (training) ด้วยข้อมูลน�ำเข้าท่ีป้อน

ให้จึงไม่สามารถท�ำงานอื่นที่อยู่นอกเหนือขอบเขตได้

	 Artificial General Intelligence (AGI) หรือ strong 

AI เป็น AI ชนิดที่มีความสามารถหลากหลาย สามารถคิดได้

ด้วยตัวเอง ไม่ต้องการข้อมูลน�ำเข้าจากมนุษย์ สามารถเรียนรู้

ได้ด้วยตนเอง มีตรรกะและอารมณ์ ในปัจจุบันAGI นี้ยังคง 

เป็นเพียงทฤษฎียังไม่มีโมเดลที่สร้างขึ้นได้จริงจึงยังต้องการ

การพัฒนาต่อไป

	 Artificial Super Intelligence (ASI) จัดเป็น strong 

AI อีกประเภทหนึ่งท่ีมีความสามารถ ความฉลาด ตรรกะ 

ความคิดสร้างสรรค์เหนือมนุษย์ ซ่ึง AI ประเภทนี้ยังคงเป็น

เพียงทฤษฎีที่ปรากฏอยู่ในนวนิยายแนววิทยาศาสตร์

รูปที่ 1	 Stages of artificial intelligence
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	 การตัดสินใจของคอมพิวเตอร์ในช่วงเริ่มแรกจะเกิด

จากการเขียนโปรแกรมป ้อนกฎการตัดสินใจส� ำหรับ

สถานการณ์ที่คาดการณ์ว่าจะเกิดขึ้นและคอมพิวเตอร์จะ

ตัดสินใจและตอบสนองต่อสถานการณ์ตามที่โปรแกรมระบุไว้ 

ตัวอย่างเช่น โปรแกรมในเคร่ืองแลกเหรียญที่ถูกเขียนเอาไว้

อย่างชัดเจนว่าเมื่อเครื่องรับธนบัตรเข้ามาจะแลกเป็นเหรียญ

ชนิดที่ก�ำหนดออกไปจ�ำนวนเท่ากัน หรือโปรแกรมในเครื่อง

ซ้ือตั๋วอัตโนมัติ เป็นต้น แต่ความฉลาดของคอมพิวเตอร์ที่ม ี

พ้ืนฐานจากกฎการตัดสนิใจทีถ่กูป้อนเข้าโดยมนุษย์นีม้ข้ีอจ�ำกดั

เนื่องจากสถานการณ์ต ้องเป ็นไปตามที่กฎเขียนระบุไว ้

คอมพวิเตอร์จงึสามารถตดัสนิใจได้มฉิะนัน้จะเกดิความผดิพลาด

ขึ้นในระบบ และข้อมูลหรือสถานการณ์บางอย่างไม่สามารถ

เขียนออกมาเป็นกฎในการตัดสินใจได้ เช่น การเขียนกฎ 

เพื่อจ�ำแนกรอยโรคในภาพรังสีรอบปลายรากเพื่อจ�ำแนกว่า 

มีรอยโรคหรือไม่ สถานการณ์ตัวอย่างนี้สามารถแก้ปัญหาโดย

ให้คอมพิวเตอร์เรียนรูแ้ละตัดสนิใจด้วยตัวเองโดยมนษุย์จะเป็น

ผู้ป้อนข้อมูลน�ำเข้าเป็นภาพรังสีรอบปลายรากพร้อมค�ำเฉลย

ว่ามีรอยโรคหรือไม่จ�ำนวนหนึ่งให้คอมพิวเตอร์ได้เรียนรู้และ

สร้างแบบแผนการตัดสินใจขึ้นเองโดยมนุษย์ไม่ต้องเขียนกฎ

การตัดสินใจใด ๆ ให้คอมพิวเตอร์ การเรียนรู้ลักษณะนี้จึงถูก

เรียกว่า การเรียนรู้ของเครื่อง (machine learning)

การเรียนรู้ของเครื่อง (machine learning; ML) 

	 ML เป็นปัญญาประดิษฐ์ประเภทหนึ่งที่ท�ำนายหรือ

ตัดสินใจโดยใช้อัลกอริทึมที่สร้างจากชุดข้อมูลตัวอย่างที่

มนุษย์ป้อนเข้าแล้วเรียนรู้โดยใช้วิธีทางสถิติศาสตร์เพื่อสร้าง

เป็นโมเดลส�ำหรับท�ำนายหรือตัดสินใจได้เองโดยมนุษย์ไม่ต้อง

เขียนโปรแกรมสร้างกฎพื้นฐานส�ำหรับการตัดสินใจไว้อย่างชัด

แจ้ง ML แบ่งออกเป็น 4 ประเภทตามลักษณะการเรียนรู้ (12) 

คือ supervised learning, unsupervised learning,  

semi-supervised และ reinforcement learning (รูปที่ 2) 

รูปที่ 2	 ประเภทของการเรียนรู ้ของเครื่อง (Types of 

machine learning)

	 Supervised learning เป็นวิธีการเรียนรู้โดยมนุษย์

เป็นผู้ป้อนเข้าชุดข้อมูลตัวอย่างท่ีมีป้ายก�ำกับให้คอมพิวเตอร์

เรียนรู ้สร้างเป็นโมเดลการตัดสินใจ ตัวอย่างชุดข้อมูลเช่น  

รูปสุนัขและรูปแมวพร้อมระบุว่ารูปใดเป็นสัตว์ชนิดใด หรือ 

รูปฟันที่ระบุว่าฟันซี่ใดมีรอยผุและฟันซี่ใดไม่มีรอยผุ (รูปที่ 3)

	 Unsupervised learning เป็นวิธีการเรียนรู้โดยมนุษย์

ป้อนข้อมูลน�ำเข้าที่ไม่มีป้ายก�ำกับให้คอมพิวเตอร์เรียนรู้เอง 

การเรียนรู้ลักษณะนี้จะใช้ส�ำหรับแก้ไขปัญหาในรูปแบบของ

การจัดกลุ ่ม (cluster ing) หรือการหาความสัมพันธ ์

(association) 

	 Semi-supervised learning เป็นวิธีการเรียนรู้ที่ใช้ทั้ง

แบบ supervised และ unsupervised ร่วมกันคือข้อมูลน�ำ

เข้าท่ีป้อนให้คอมพิวเตอร์จะมีท้ังกลุ่มท่ีมีป้ายก�ำกับและกลุ่มที่

ไม่มีป้ายก�ำกับเนื่องจากไม่มีข้อมูลที่ระบุป้ายก�ำกับจ�ำนวน

มากพอที่จะให้คอมพิวเตอร์เรียนรู้แบ supervised วิธีนี้จะ

ช่วยประหยัดต้นทุนและเวลาในการท�ำงาน
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	 Reinforcement learning เป็นการเรียนรู ้ของ

คอมพิวเตอร์มีลักษณะคล้ายการลองผิดลองถูกของมนุษย์ 

โดยคอมพิวเตอร์จะทดลองตัดสินใจแก้ปัญหาและตรวจสอบ

ผลลัพธ์จากนั้นน�ำมาปรับปรุงวิธีการตัดสินใจแก้ไขปัญหาให้มี

ประสิทธิภาพมากขึ้นไปเร่ือย ๆ ตัวอย่างเช่น โปรแกรม 

AlphaGO ที่พัฒนาโดยบริษัท Google DeepMind ซ่ึงเป็น

โปรแกรมคอมพิวเตอร์ที่เล่นเกมกระดานหมากล้อมชนะ

แชมป์โลกที่เป็นมนุษย์ได้

วิธีการเรียนรู้ของเครื่องแบบ supervised learning

	 งานวิจัยด้านปัญญาประดิษฐ์ในทางทันตกรรมและ

วิทยาเอ็นโดดอนต์ในปัจจุบันใช้โมเดลการเรียนรู้ของเครื่อง

แบบ supervised learning ดังน้ันขอบเขตของบทความนี้ 

จะครอบคลุมถึงวิธีการเรียนรู้ของเครื่องแบบ supervised 

learning เท่านั้น

	 การเรียนรู ้ของเครื่องแบบ supervised learning  

เริ่มต้นจากมนุษย์เป็นผู ้รวบรวมและจัดเตรียมชุดข้อมูล

ตัวอย่างที่ระบุป้ายก�ำกับให้มีความหลากหลายและมีจ�ำนวน

มากเพียงพอ จากนั้นน�ำเข้าสู่โปรแกรมเพื่อให้คอมพิวเตอร์

เรียนรู้โดยแบ่งข้อมูลออกเป็นสามส่วนคือ ชุดฝึก (training 

set) ชุดตรวจสอบ (validation set) และชุดทดสอบ  

รูปที่ 3	 วิธีการเรียนรู้ของเครื่องแบบ supervised learning ข้ันตอน 1 จะป้อนข้อมูลท่ีระบุป้ายก�ำกับแต่ละภาพให้เครื่อง

เรียนรู้ ขั้นตอนที่ 2 เมื่อเครื่องเรียนรู้ส�ำเร็จจะป้อนข้อมูลใหม่ที่ไม่ระบุป้ายก�ำกับเพื่อให้เครื่องระบุประเภทของข้อมูลแต่ละภาพ

(test set) ในสัดส่วนท่ีเหมาะสม เช่น 70:15:15 หรือ 

80:10:10 จากนั้นให้เครื่องเรียนรู้เพื่อสร้างโมเดลการตัดสินใจ

จากชุดฝึก จากชุดฝึกและทดสอบหาโมเดลท่ีดีท่ีสุดโดยใช้

ข้อมูลชุดสุดท้ายทดสอบว่าเครื่องสามารถเรียนรู้ได้ส�ำเร็จหรือ

ไม่โดยใช้ชุดทดสอบเป็นชุดข้อมูลให้เครื่องทดลองแก้ปัญหา

และประเมินผลการเรียนรู ้ของเครื่องจากตัวชี้วัดที่ก�ำหนด  

(13-15) ขั้นตอนการเรียนรู้ดังรูปที่ 4

	 ลักษณะของปัญหาส�ำหรับโมเดลการตัดสินใจสามารถ

แบ่งออกเป็น 2 แบบตามพื้นฐานคณิตศาสตร์และสถิติที่ใช้แก้

ปัญหา คือ การถดถอย (regression) และการจัดหมวดหมู ่

(classification) 

	 ปัญหาแบบ regression จะมีค�ำตอบเป็นเลขจ�ำนวน

จริงที่ค�ำนวณได้จากสมการท�ำนาย เช่น การท�ำนายความเสี่ยง

ของโรคปริทันต์ (5) วิธีทางสถิติหลักที่ใช้ในสร้างโมเดล คือ 

สมการ linear regression

	 ปัญหาแบบ classification จะเป็นปัญหาท่ีต้องการ

ระบุประเภทหรือกลุ ่มของข้อมูลว่าจัดอยู ่ในหมวดหมู ่ใด  

เช่น การตัดสินว่าฟันผุหรือไม่ผุ การระบุว่าเป็นฟันชนิดใด 

การประเมินระดับความรุนแรงของโรคปริทันต์ เป็นต้น  

วิธีการหลักทางสถิติท่ีใช้สร้างโมเดล คือ สมการ logistic 

regression 
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อลักอรทิมึการเรยีนรูข้องเครือ่งแบบ supervised learning

	 1.	 Decision tree เป็นอัลกอริทึมที่ใช้โครงสร้าง

แบบ flow chart เหมือนต้นไม้แต่กลับส่วนรากขึ้นบนและ

ส่วนใบอยู่ด้านล่าง มีส่วนประกอบคือ root, internal nodes, 

branches, และ leaves (รูปที่ 5) การตัดสินใจของอัลกอริทึม

นี้จะพิจารณาตามแผนผังโดยเริ่มจากจุดบนสุดคือ root 

node เมื่อพบข้อมูลว่าเป็นไปตามเงื่อนไขอัลกอริทึมก็จะ

ตัดสินใจไปตามทิศทางของแผนผัง จนกระทั่งถึงส่วนสุดท้ายที่

ตัดสินใจคือ leaf nodes  

รูปที่ 5	 Decision tree algorithm

	 2.	 Random Forest (RF) เป็นอัลกอริทึมที่สร้าง

จาก decision tree หลายชุดมารวมกันโดยสร้างแบบสุ่มให้

แต่ละชุดมีความแตกต่างเพื่อให้มีความหลากหลายและ 

มีความเป็นอิสระต่อกันซ่ึงช่วยลดปัญหาการเกิด overfitting 

กับข้อมูลชุดท่ีน�ำมาฝึก การใช้ decision tree จ�ำนวนมาก

ร่วมกันวิเคราะห์ข้อมูลท�ำให้ประสิทธิภาพการท�ำงานและการ

คาดการณ์มีความแม่นย�ำมากขึ้น

	 3.	 Gradient boosting machine (GBM) เป็นอัล

กอริทึมแบบ ensemble คือโมเดลที่เกิดจากโมเดลมากกว่า

หนึ่งโมเดลที่น�ำมาประกอบกันเป็นโมเดลที่มีความซับซ้อน 

โดย GBM เป็นโมเดลที่สร้างจาก decision tree จ�ำนวน

หลายชุดมาต่อกันโดยการฝึก decision tree แต่ละชุดจะ

เรียนรู้จากค่าผิดพลาดของ decision tree ชุดก่อนหน้าท�ำให้

การคาดการณ์มีความแม่นย�ำมากขึ้นตามจ�ำนวนการเรียนรู้

ของ decision tree ที่มากขึ้นต่อเนื่องกัน

	 4.	 Support vector machine (SVM) เป็นอลักอรทิมึ 

ที่ตัดสินใจแบ่งกลุ ่มข้อมูลของชุดข้อมูลที่ปรากฎบนกราฟ  

(รูปที่ 6) โดยการสร้างเส้นแบ่งข้อมูลตรงกลางหนึ่งเส้นและ

เส้นขอบเขตอีกสองเส้นที่แต่ละฝั่งของเส้นกลางจากนั้น SVM 

จะปรับหาต�ำแหน่งและมุมของเส้นกลางที่ท�ำให้ระยะห่าง

ระหว่างเส้นขอบทั้งสองกว้างมากที่สุดเพื่อใช้ในการตัดสินใจ

แบ่งชุดข้อมูลออกจากกัน

รูปที่ 6	 Support vector machine

รูปที่ 4	 ขั้นตอนการสร้างและประเมินประสิทธิภาพโมเดล

แบบ supervised learning.
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	 5.	 K-nearest neighbor (KNN) เป็นอัลกอริทึม

การสร้างโมเดลท�ำนายทีต้ั่งชือ่ตามวธิกีารท�ำงานของอลักอรทิมึ

คือ การจ�ำแนกกลุ่มผลลัพธ์ตามความใกล้เคียงของข้อมูลกับ

ข้อมูลจุดอื่นบนกราฟ ตัวอย่างเช่น ชุดข้อมูลชุดหนึ่งจ�ำแนก

ออกเป็น 2 กลุ่ม (รูปที่ 7) คือ จุดข้อมูลที่มีป้ายก�ำกับเป็น 

สีเขียวและสีแดง เมื่อมีข้อมูลจุดใหม่ (สีด�ำ) ที่ต้องการจ�ำแนก

ว่าอยู่กลุ่มใด อัลกอริทึม KNN จะนับข้อมูลจุดที่ใกล้จุดใหม่

มากที่สุดเพื่อใช้ในการตัดสินใจ ค่า K หมายถึงจ�ำนวนของจุด

ข้อมูลใกล้ที่สุดที่ใช้พิจารณา ตัวอย่างเช่น ถ้าก�ำหนดค่า K 

เท่ากับ 3 อัลกอริทึมจะใช้จุดข้อมูลต�ำแหน่งที่อยู่ใกล้กับข้อมูล

จุดใหม่มากที่สุด 3 ต�ำแหน่งและตัดสินใจตามจ�ำนวนจุดข้อมูล

ที่มีมากกว่า จากรูปจุดที่ใกล้จุดข้อมูลใหม่ 3 จุด ประกอบด้วย

จุดเขียว 1 จุดและจุดแดง 2 จุด ดังนั้น KNN จะจ�ำแนกจุดใหม่

ให้เป็นส่วนหนึ่งของกลุ่มสีแดง

รูปที่ 7	 K-nearest neighbor algorithm

	 6.	 Naive Bayes เป็นอัลกอริทึมที่ตัดสินใจแบ่งกลุ่ม

ข้อมูลโดยการอิงทฤษฎีความน่าจะเป็นของ Bayes ท่ีมี

แนวคิดว่าความน่าจะเป็นที่เกิดเหตุการณ์หน่ึงก็ต่อเมื่อมีอีก

เหตุการหนึ่งได้เกิดไปแล้ว อัลกอริทึมจะอาศัยความน่าจะเป็น

ของการเกิดแต่ละเหตุการณ์มาใช้ในการตัดสินใจ ส่วนใหญ่ใช้

ในการวิเคราะห์ข้อมูลที่เป็นเหตุการณ์ต่อเนื่อง

การเรียนรู้เชิงลึก (Deep learning; DL)

	 DL เป็น machine learning ชนิดหนึ่งที่คอมพิวเตอร์

จะน�ำข้อมูลน�ำเข้ามาวิเคราะห์ด้วยสมการทางสถิติและสร้าง

เป็นโมเดล โดยจ�ำนวนสมการจะมากขึ้นตามความซับซ้อน

ของข้อมูลซึ่งสามารถเขียนออกมาเป็นแผนภาพเรียกว่า  

เครือข่ายประสาทเทียม (neural network) (รูปที่ 8)

รูปที่ 8	 เครือข่ายประสาทเทียม (neural network) ของ 

machine learning

	 จากรูปที่ 8 แสดงการท�ำงานของ machine learning 

โดย input layer คือชั้นข้อมูลน�ำเข้าที่ป้อนเข้าสู่คอมพิวเตอร์ 

hidden layer คือช้ันของสมการทางสถิติท่ีเกิดการค�ำนวณ

และส่งข้อมูลระหว่างกันมีความซับซ้อนและไม่สามารถรู้การ

ท�ำงานท่ีแน่ชัดได้เมื่อได้ผลลัพธ์การตัดสินใจจะส่งผลลัพธ์ออก

มาปรากฎท่ี output layer วงกลมแต่ละวงในช้ัน hidden 

layer เรียกว่า node การส่งต่อข้อมูลที่ค�ำนวณไปมาระหว่าง 

node อย่างซับซ้อนท�ำให้ถูกน�ำไปเปรียบเทียบกับการส่งต่อ

ข้อมูลของระบบประสาท จึงเรียกการท�ำงานของ machine 

learning นี้ว ่า artificial neural networks (ANN)  

กรณีข้อมูลมีจ�ำนวนมากและมีความซับซ้อนในการวิเคราะห์ 

การใช้ hidden layer เพียงช้ันเดียวจะท�ำให้เสียเวลาและ

ทรัพยากรในการค�ำนวณมากจึงมีการพัฒนาโดยเพิ่มจ�ำนวน 

hidden layer ข้ึนท�ำให้การค�ำนวณมีต้นทุนลดลงจะเรียก 

ANN ที่มีจ�ำนวน hidden layer มากกว่าหนึ่งชั้นว่า deep 

learning(12) สามารถเขียนแผนผังได้ดังรูปที่ 9
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รูปที่ 9	 เครือข ่ายประสาทเทียมของการเรียนรู ้ เชิงลึก 

(deep neural network) จะมีจ�ำนวน hidden layer 

มากกว่าหนึ่งชั้น

สถาปัตยกรรมการเรยีนรูเ้ชิงลกึทีใ่ช้ในงานวทิยาเอ็นโดดอนต์

	 Convolutional neural networks (CNN) เป็น 

ML ชนิด supervised learning ที่ถูกพัฒนาขึ้นเพื่อแก้ปัญหา

เกี่ยวกับรูปภาพ (16) โดยปกติ ANN จะสามารถแก้ปัญหา

รูปภาพมีไม่มีพื้นหลังได้อย่างมีประสิทธิภาพ เช่น รูปตัวเลข

หรือตัวอักษรบนกระดาษสีขาว แต่จะไม่มีประสิทธิภาพ 

เมื่อรูปภาพมีรายละเอียดพื้นหลัง เช่น รูปแผ่นป้ายทะเบียน

รถยนต์ที่วิ่งอยู ่บนถนน ท�ำให้ต ้องสกัดข้อมูล (feature 

extraction) ส�ำคัญออกมาจากรูปภาพที่มีพ้ืนหลังก่อนที่จะ

น�ำข ้อมูลเข ้าสู ่  neural networks เรียกขั้นตอนนี้ว ่า 

convolution ดังนั้นความหมายของ CNN คือ neural 

networks ท่ีรับข้อมูลน�ำเข้าท่ีผ่านกระบวนการสกัดข้อมูล

ส�ำคัญมาแล้ว (รูปที่ 10)

	 U-net  (17 )  เป ็นอัลกอริ ทึม ท่ีพัฒนามาจาก 

convolutional neural network แบบดั้งเดิมที่คิดค้นขึ้นใน

ปีค.ศ.2015 น�ำมาใช้กับรูปทางการแพทย์เพื่อวิเคราะห์โรค

หรือระบุความผิดปกติในภาพถ่าย รูปแบบสถาปัตยกรรมจะ

ประกอบด้วย CNN  2 ส่วน คือ รูปภาพแบบย่อและขยายใน

แต่ละช้ันเมื่อเขียนเป็นแผนภาพมีลักษณะคล้ายรูปตัว U  

(รูปที่ 11) เป็นอัลกอริทึมที่สามารถระบุพื้นที่และแยกเส้น

ขอบของรูปภาพได้ดีในระดับพิกเซลจึงเหมาะส�ำหรับงาน 

image segmentation หรือ image classification

	 Probabilistic neural network (PNN) เป็นเครือ

ข่ายประสาทเทียมท่ีใช้ส�ำหรับปัญหาการจ�ำแนกประเภทและ

การจดจ�ำรูปแบบ อัลกอริทึมจะใช้ probability distribution 

function โดยสร้างจากเครือข่าย Bayesian มีข้อดีคือ  

มีความเร็วและความแม่นย�ำมากกว่าเครือข่าย perceptron 

หลายชั้น และไม่อ่อนไหวต่อค่าผิดปกติ

	 Deep Residual Network (ResNet)  (18)  

เป็นโมเดลที่ใช้ส�ำหรับงานประมวลรูปภาพ ถูกพัฒนาขึ้นเพื่อ

แก้ปัญหาเรื่องของ vanishing gradients จากโมเดลที่มี 

เครือข่ายลึกหลายช้ันท�ำให้ข้อมูลจากช้ันบนจะเลือนหายไป

รูปที่ 10 	Convolutional Neural Networks
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เมื่อมีการส่งผ่านไปยังชั้นลึก จึงมีแนวคิดให้ส่งผ่านข้อมูลจาก

ชั้นแรก (ค่า x) ลงไปบวกกับผลลัพธ์ที่ได้จากชั้นลึก (รูปที่ 12) 

ซึ่งการท�ำเช่นนี้ท�ำให้โมเดลที่ได้มีประสิทธิภาพดีขึ้นเม่ือโมเดล

มีชั้นประสาทเทียมลึกหลายชั้น

รูปที่ 12	 Residual leaning แสดงการส ่งผ ่านค ่า x  

จากชั้นบนลงไปบวกกับผลลัพธ์ในชั้นลึก (18)

	

	 Xception net ถูกน�ำเสนอโดย Chollet (19)  

ในปี ค.ศ.2017 เป็นโมเดลแบบ depthwise separable 

convolutions ที่พัฒนาปรับปรุงจาก CNN แบบดั้งเดิม 

โดยมีชั้นเครือข่ายประสาทเทียมแบบ convolutional 

จ�ำนวน 36 ชั้นเพื่อลดการท�ำงานและประมวลผลแต่ยังคงมี

ประสิทธิภาพเท่ากับ ResNet เป็นโมเดลที่มีประสิทธิภาพ

และใช้เวลาในการค�ำนวณต�่ำกว่าโมเดล CNN แบบดั้งเดิม

การประเมินประสิทธิภาพของโมเดล

	 เมือ่สร้างโมเดลจากชุดฝึกส�ำเรจ็จะประเมนิประสทิธภิาพ

ของโมเดลด้วยข้อมูลชุดทดสอบโดยตัวบ่งชี้ประสิทธิภาพของ

โมเดลจะแบ่งตามประเภทของโมเดลท่ีสร้างข้ึน 

	 การประเมินประสิทธิภาพของโมเดลแบบ linear 

regression (20, 21) จะประเมินประสิทธิภาพของโมเดลด้วย 

R-squared score (R2), mean squared error (MSE), 

mean absolute error (MAE), หรือ mean absolute 

percentage error (MAPE) โดยมสีมการค�ำนวณดงัตารางที ่1

	 R-squared score เป็นค่าท่ีบอกความแตกต่าง

ระหว่างค่าจริงกับค่าพยากรณ์ โดยจะมีค่าน้อยที่สุดเป็น

อนันต์และค่ามากท่ีสุดเท่ากับ 1 ยิ่งค่าเข้าใกล้ 1 มากเท่าใด

แสดงว่ามีประสิทธิภาพการพยากรณ์ใกล้เคียงค่าจริงมาก

เท่านั้น โมเดลที่ดีควรมีค่า R2 มากกว่า 0 และเข้าใกล้ 1

รูปที่ 11	 U-net architecture มีลักษณะคล้ายตัว U (17)
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การเรียนรู้ของเครื่องและการประยุกต์ใช้ทางวิทยาเอ็นโดดอนต์

	 Mean squared error คือค่าเฉลี่ยความแตกต่างของ

ค่าจรงิกบัค่าพยากรณ์ยกก�ำลงัสอง เป็นค่าทีบ่อกช่วงความคลาด

เคลือ่นของค่าท�ำนายจากค่าจรงิ เช่น โมเดลพยากรณ์อุณหภูมิได้

ค่าพยากรณ์เท่ากับ 37 องศาเซลเซียส มีค่า MSE เท่ากับ 9 

แสดงว่าค่าจริงมีโอกาสอยู่ในช่วง 37 ± 3 องศาเซลเซียส  

(√ 9  = 3) สาเหตุที่ต้องถอดรากที่สองเนื่องจากเป็นค่าที่

ค�ำนวณได้จากสมการเป็นค่าก�ำลังสอง

	 Mean absolute error คือค่าเฉลี่ยความแตกต่างของ

ค่าจริงกับค่าพยากรณ์สัมบูรณ์ ที่บอกช่วงความคลาดเคลื่อน

ของค่าท�ำนายจากค่าจริง ลักษณะการใช้งานเหมือนกับ 

ค่า MSE

	 Mean absolute percentage error คือ MAE  

ที่แปลงให้อยู่ในรูปร้อยละเพื่อความสะดวกในการสื่อสาร เช่น 

โมเดลที่สร้างขึ้นมีค่า MAPE 2.1% หมายความว่าค่าพยากรณ์

ที่ได้มีโอกาสคลาดเคลื่อน ±2.1%

	 การประเมินประสิทธิภาพของโมเดล(22) แบบ 

logistic regression จะประเมินประสิทธิภาพของโมเดล 

ด้วย confusion matrix และค�ำนวณค่าตัวบ่งชี้ประสิทธิภาพ

ประกอบด้วย accuracy, precision, recall, negative 

predictive value, sensitivity, specificity, F1-score  

โดยสมการค�ำนวณดังตารางที่ 2

	 Accuracy คือ ความแม่นย�ำของการพยากรณ์  

บอกร้อยละที่โมเดลพยากรณ์ได้ถูกต้องจากจ�ำนวนครั้งที่

พยากรณ์ทั้งหมด การใช้ค่า accuracy ประเมินประสิทธิภาพ

ของโมเดลมีข้อควรระวังกรณีกลุ่มค่าบวกและกลุ่มค่าลบมี

จ�ำนวนต่างกันมากหรือเรียกว่า imbalance class เน่ืองจาก

น�้ำหนักของความแม่นย�ำในการพยากรณ์เกือบทั้งหมดมาก

จากกลุ ่มชุดข้อมูลท่ีมีจ�ำนวนมากกว่าท�ำให้แม้โมเดลจะ

พยากรณ์กลุ่มที่มีจ�ำนวนน้อยผิดทั้งหมดค่าความแม่นย�ำของ

การพยากรณ์ยังคงมีค่าสูง ซึ่งอาจน�ำไปสู่การแปลความท่ีผิด

พลาดได้ ดังนั้นจึงควรพิจารณาค่าบ่งชี้อื่นประกอบการ

ประเมินประสิทธิภาพโมเดลด้วย

	 Precision หรือ Positive predictive value คือ 

สัดส่วนท่ีบอกถึงประสิทธิภาพของการพยากรณ์ค่าบวก  

ว่าพยากรณ์ค่าบวกถูกต้องร้อยละเท่าใดจากการพยากรณ์ 

ค่าบวกทั้งหมด ค่า precision ในอุดมคติคือ 1 หมายความว่า

โมเดลพยากรณ์ค่าบวกได้ถูกต้องท้ังหมดโดยไม่มีค่าที่เป็น 

ค่าบวกลวง (false positive) 

	 Recall หรือ Sensitivity หรือ True positive rate 

คือ ความน่าจะเป็นที่โมเดลจะพยากรณ์ค่าบวกได้ถูกต้องจาก

ชุดข้อมูลจริงที่มีค่าบวกทั้งหมด ค่า recall ในอุดมคติคือ 1 

หมายความว่าโมเดลพยากรณ์ค่าบวกได้ถูกต้องทั้งหมดโดย

ไม่มีค่าที่เป็นค่าลบลวง (false negative)

ตารางที่ 1	 สมการค�ำนวณของตัวชี้วัดเพื่อประเมินประสิทธิภาพโมเดลแบบ regression

ตัวชี้วัด สมการ

R-squared score (R2)  

Mean squared error (MSE)
1  

Mean absolute error (MAE)
1

| | 

Mean absolute percentage error (MAPE)
1 | |

| |

*หมายเหตุ:    คือ ค่าที่แท้จริงของข้อมูลแต่ละตัว,    คือ ค่าพยากรณ์ของข้อมูลแต่ละตัว,  คือ จ�ำนวนข้อมูลทั้งหมด,  

 คือจ�ำนวนข้อมูลแต่ละกลุ่มตัวอย่าง
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	 F1 score คือ ค่าที่ใช้ในการประเมินประสิทธิภาพของ

โมเดลโดยรวมทั้งค่า precision และ recall เข้าไว้ด้วยกัน 

โดยใช้การค�ำนวณค่าเฉลี่ยค่าเฉลี่ยฮาร์มอนิกของค่าทั้งสอง  

โดยค่าอุดมคติของ F1-score คือ 1 ซึ่งหมายความว่า 

ทั้งค่า precision และ recall ต้องมีค่าเท่ากับ 1 ทั้งคู่ การที่

ค่า F1-score จะมีค่าสูงได้นั้นค่าที่เป็นองค์ประกอบคือ 

precision และ recall ต้องมีค่าสูงทั้งคู่ จึงเหมาะสมที่จะใช้ใน

การประเมินประสิทธิภาพของโมเดลมากกว่าค่า accuracy

	 Dice Score หรือ Sørensen–Dice coefficient 

เป็นการค�ำนวนสถิติที่ใช้วัดค่าความเหมือนกันของข้อมูล

ตัวอย่างสองชุด คือ ค่าท�ำนายและค่าจริง ใช้ในงานการเรียนรู้

เชงิลกึแบบแยกส่วน (deep learning-based segmentation) 

โ ดย เฉพาะ ในกร ณีมี ป ัญหาชั้ นข ้ อมู ลอสม ดุลขั้ นสู ง  

(High-class Imbalance Problem) มค่ีาอยูร่ะหว่าง 0 และ 1 

โดยค่ายิ่งเข้าใกล้ 1 ยิ่งดี

	 Negative predictive value คือ สัดส่วนที่บอกถึง

ประสิทธิภาพของการพยากรณ์ค่าลบ บอกว่าพยากรณ์ค่าลบ

ถูกต้องร้อยละเท่าใดจากการพยากรณ์ค่าลบทั้งหมด

	 Specificity หรือ True negative rate คือ  

ความน่าจะเป็นที่โมเดลจะพยากรณ์ค่าลบได้ถูกต้องจากชุด

ข้อมูลจริงที่มีค่าลบทั้งหมด

	 Area Under the Curve of the Receiver 

Operating Characteristic Curve (AUC-ROC) เป็นกราฟ

ความน่าจะเป็นที่วาดอยู ่บนแกน True positive rate 

(sensitivity) กับ False positive rate (คือ 1-specificity) 

(รูปท่ี 13) แสดงประสิทธิภาพของ classification model  

ที่แต่ละ classification threshold โดยพื้นที่ใต้กราฟ (AUC) 

จะเป็นค่าที่บ่งบอกความสามารถในการจ�ำแนกข้อมูล โมเดล

ที่มีค่าพื้นที่ใต้กราฟมากแสดงว่ามีประสิทธิภาพสูงในการ

จ�ำแนกข้อมูล ถ้า AUC = 1 หมายถึงโมเดลสามารถจ�ำแนก

ข้อมูลแบบ positive และ negative ได้ถูกต้องทั้งหมด 

(perfect classifier) ถ้า AUC = 0 หมายถึงโมเดลจ�ำแนก

ข้อมูลผิดท้ังหมด คือ ข้อมูลท่ีเป็น positive จะระบุว่าเป็น 

negative ขณะที่ข้อมูล negative จะระบุว่าเป็น positive 

ถ้า AUC = 0.5 แสดงว่า model มีประสิทธิภาพในการแยก

ข้อมูลระหว่าง positive กับ negative ได้เท่ากับการสุ่ม 

(random classifier) ดังนั้นโมเดลท่ีใช้งานได้ควรมีค่า AUC 

ไม่น้อยกว่า 0.5 (23)

ตารางที่ 2	 Confusion matrix แสดงสมการค�ำนวณตัวบ่งชี้ประเมินประสิทธิภาพโมเดลแบบ classification
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การเรียนรู้ของเครื่องและการประยุกต์ใช้ทางวิทยาเอ็นโดดอนต์

รูปที่ 13	 Receiver operating characteristic (ROC) curve

การประยุกต์ใช้การเรียนรู้ของเครื่องส�ำหรับงานสาขาวิทยา

เอ็นโดดอนต์ในปัจจุบัน

	 การศึกษาวิจัย ML เพื่อใช้ในงานวิทยาเอ็นโดดอนต์ถูก

น�ำไปใช้หลากหลายด้าน ทั้งการพยากรณ์โรค จ�ำแนกลักษณะ

กายวิภาคของฟันและอวัยวะที่เกี่ยวข้อง แปลผลภาพรังส ี

ประเมินความยาวท�ำงาน ประเมินความยากในการรักษา 

ลักษณะการใช้งานส่วนใหญ่จะเกี่ยวข้องกับรูปภาพ ภาพรังสี

ทั้งแบบสองมิติและสามมิติ จึงเป็นปัญหาแบบ classification 

โดยมีการวิจัยในหัวข้อต่าง ๆ ดังนี้ (ตารางที่ 3)

	 การประเมนิระดบัความยากของเคสและการตัดสนิใจ

ส่งต่อ

	 การพัฒนาโมเดล ML ใช้ส�ำหรับประเมินระดับความ

ยากของเคสและการตัดสินใจส่งต่อ (24) โดยใช้วิธีการเรียนรู้

แบบ deep neural network และ support vector 

machine ชุดข้อมูลน�ำเข้าส�ำหรับการเรียนรู้ของโมเดลเป็น

ข้อมูลจากแบบประเมินความยากของเคสของ American 

Association of Endodontists (AAE) จากผู้ป่วยจ�ำนวน 

500 รายและถูกเตรียมป้ายก�ำกับข้อมูลโดยผู้เชี่ยวชาญสาขา

วิทยาเอ็นโดดอนต์จ�ำนวน 2 คน ผลลัพธ์การตัดสินใจของ

โมเดลจะแบ่งความยากออกเป็น 3 ระดับ คือ น้อย ปานกลาง 

และมาก การประเมินประสิทธิภาพหลังจากโมเดลเรียนรู ้

ส�ำเร็จพบว่ามีค่า sensitivity 94% และช่วยเพิ่มความรวดเร็ว

ในการตัดสินใจส่งต่อ การใช้ ML ในการประเมินความยาก

และตัดสินใจส่งต่อจะช่วยทันตแพทย์ท่ัวไปหรือทันตแพทย์ที่

มีประสบการณ์น้อยสามารถตัดสินใจส่งต่อเคสที่ยากได้

เหมือนกับการตัดสินใจของทันตแพทย์ผู้เชี่ยวชาญ ช่วยลด

เวลาในการประเมินและเป็นภววิสัย (objective) ท�ำให้ตัดสิน

ใจมีความเที่ยงตรงและแม่นย�ำ

การพยากรณ์โรคของการรักษาจุลศัลยกรรมทางวิทยา 

เอ็นโดดอนต์ (endodontic microsurgery)

	 โมเดลส� ำหรับการพยากรณ ์ โรคของการ รักษา 

endodontic microsurgery (25) ที่สร้างด้วยโมเดลทาง

คณิตศาสตร์ 2 แบบคือ gradient boosting machine 

(GBM) และ random forest (RF) โดยใช้ข้อมูลน�ำเข้าจาก

แบบประเมินความยากของเคสและภาพรังสี CBCT จ�ำนวน

ตัวอย่างทั้งหมด 234 ซี่ พบว่าประสิทธิภาพของโมเดลในการ

ท�ำนายโรคของ GBM มค่ีา accuracy = 0.80, sensitivity = 0.92, 

specificity = 0.71, PPV = 0.71, NPV = 0.92, F1 = 0.80, 

และ AUC = 0.88 ขณะที่โมเดล RF มีค่า accuracy = 0.80, 

sensitivity = 0.85, specificity = 0.76, PPV = 0.73, NPV 

= 0.87, F1 = 0.79, และ AUC = 0.83 โมเดลที่พัฒนาด้วย

ตัวแปร 8 ตัวประกอบด้วย อายุ เพศ ชนิดฟัน ชนิดการท�ำลาย

กระดูก ขนาดรอยโรค ความยาววัสดุอุดคลองราก ความแน่น

วัสดุอุดคลองรากและความยาวเดือยฟัน มีความสามารถ 

ในการพยากรณ์โรคของการท�ำ endodontic microsurgery 

ได้ และโมเดล GMB มีประสิทธิภาพดีกว่า RF เล็กน้อย  

ท้ังนี้ในการศึกษาดังกล่าวใช้ภาพรังสีติดตามผลการรักษา 

ภายหลังการผ่าตัด 1 ปีในการตัดสินว่าการรักษาประสบความ

ส�ำเร็จหรือไม่โดยแบ่งเป็นสองกลุ่ม คือ กลุ่ม healed จะไม่

ปรากฏเงาโปร่งรังสีรอบปลายราก และกลุ่ม not healed  

จะปรากฎเงาโปร่งรังสีรอบปลายรากไม่ว่าจะเป็นกรณีการ

หายไม่สมบูรณ์แม้ว่ารอยโรคเล็กลงหรือไม่มีการหายโดยรอย

โรคมีขนาดเท่าเดิมหรือใหญ่ขึ้นซึ่งผู ้วิจัยได้อ้างอิงตามการ

ศึกษาของ Rud และคณะ (26) และ Molven และคณะ (27)
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	 การจ�ำแนกลักษณะกายวิภาคระบบคลองราก

	 มี การพัฒนาโม เดล เพื่ อ ระบุคลองรากรูปตั วซี 

(C-shaped canal) จากภาพรังสีส่วนตัดอาศัยคอมพิวเตอร์

ล�ำรังสีรูปกรวย (CBCT) บนสถาปัตยกรรม U-net, residual 

U-net และ Xception U-net(28) จากชุดข้อมูลภาพรังส ี

CBCT จ�ำนวน 135 ภาพ พบว่าโมเดลที่สร้างขึ้นสามารถช่วย

ระบุคลองรากรูปตัวซีในภาพรังสี CBCT ได้และประสิทธิภาพ

ของโมเดลที่สร้างจาก U-Net, residual U-Net, และ 

Xception U-Net มีค่า Dice coefficients เท่ากับ 0.660,  

0.736, และ 0.768 ตามล�ำดับ แต่การศึกษานี้มีข้อจ�ำกัด

เนื่องจากจ�ำนวนชุดข้อมูลตัวอย่างน้อยท�ำให้ประสิทธิภาพ

ของโมเดลยังไม่สูงจึงยังต้องการชุดข้อมูลภาพรังสี CBCT ของ

คลองรากรูปตัวซีเพิ่มขึ้นและการปรับภาพ เช่น การเพิ่ม 

contrast อาจท�ำให้โมเดลสามารถระบุขอบเขตในรูปได้ดีขึ้น

อาจท�ำให้ประสิทธิภาพของโมเดลเพิ่มมากขึ้น นอกจากนี้ 

มีการพัฒนาโมเดลเพื่อระบุรากด้านลิ้นไกลกลางของฟันกราม

ล่างซ่ีที่หน่ึงจากภาพรังสี panoramic (29) จากชุดข้อมูล

จ�ำนวน 760 ภาพ ที่สร้างโดยใช้ AlexNet และ GoogleNet 

พบว่าโมเดลมีประสิทธิภาพสูงในการระบุว่ารากไกลกลางของ

ฟันกรามล ่างซี่ที่หนึ่ งมีรากเดียวหรือมากกว ่าหนึ่งราก 

โดยประสิทธิภาพโมเดลมีค่า accuracy 87.4% และ 85.3% 

ตามล�ำดับ

	 การระบุรอยโรครอบปลายรากในภาพรังสี

	 โมเดลส่วนใหญ่ที่ถูกสร้างขึ้นเพื่อใช้งานทางวิทยา 

เอ็นโดดอนต์เป ็นโมเดลเพื่อระบุรอยโรครอบปลายราก 

ในภาพรังสีทั้งภาพรังสีรอบปลายราก ภาพรังสีพาโนรามิก 

(panoramic) และภาพรังสี CBCT

	 โมเดลที่สร้างจากชุดข้อมูลน�ำเข้าที่เป็นภาพรังสีรอบ

ปลายรากโดยใช้ CNN (30) ถูกสร้างจากภาพรังสีรอบปลาย

รากจ�ำนวน 4,129 ภาพ พบว่าโมเดลสามารถช่วยเพิ่มความ

แม่นย�ำและความเที่ยงในการแปลผลรอยโรครอบปลายราก

ในภาพรังสีโดยมีค่า F1 score = 0.828 ขณะที่อีกการศึกษา

หนึง่ใช้ชดุข้อมลูภาพรงัสรีอบปลายรากจ�ำนวน 280 ภาพ (31) 

สร้างบนสถาปัตยกรรม CNN เช่นเดียวกันมีค่า sensitivity, 

specificity, และ ROC-AUC เท่ากับ 0.79, 0.88, และ 0.86 

ตามล�ำดับ ดังนั้นโมเดลที่พัฒนาขึ้นเพื่อระบุรอยโรครอบปลาย

รากจากภาพรังสีรอบปลายรากมีประสิทธิภาพ และช่วยเพิ่ม

ความแม่นย�ำในการท�ำงาน

	 โมเดลที่สร ้างจากชุดข้อมูลน�ำเข ้าที่ เป ็นภาพรังสี 

panoramic มีการใช้สถาปัตยกรรมแบบ CNN (32) ในการ

สร้างโมเดลจากชุดตัวอย่างจ�ำนวน 2,001 ภาพ ประสิทธิภาพ

โมเดลพบว่ามีค่า AUC 0.85, sensitivity 0.65, specificity 

0.87 ดังนั้น CNN มีประสิทธิภาพในการระบุรอยโรครอบ

ปลายรากบนภาพรังสี panoramic ขณะท่ีโมเดลซึ่งพัฒนา

โดยใช้ deep learning algorithm (33) จากภาพรังสีจ�ำนวน 

3,240 ภาพ โมเดลมีประสิทธิภาพโดยค่า F1 score = 0.58, 

PPV = 0.67, และ Recall = 0.51 นอกจากนี้มีการพัฒนา

โมเดลโดยใช้ ML ร ่วมกับวิธีการประมวลผลภาพแบบ 

wavelet transformation (34) ประสิทธิภาพของโมเดล 

มีค่า sensitivity 70% และ specificity 89%

	 โมเดลที่สร้างจากชุดข้อมูลน�ำเข้าที่เป็นภาพรังสี CBCT 

โดยใช้ CNN บนสถาปัตยกรรม U-net ใช้ชุดข้อมูลน�ำเข้า

จ�ำนวน 153 ภาพ (35) ประสิทธิภาพของโมเดลพบว่ามีค่า 

recall, precision, and F-measure เท่ากับ 0.89, 0.95 

และ 0.93 ตามล�ำดับ ขณะท่ีการศึกษาท่ีใช้ deep learning 

algorithm ที่มีชุดข้อมูลจ�ำนวน 20 ภาพ (36) พบว่า 

โมเดลที่สร้างขึ้นมีค่า accuracy 0.93, specificity 0.88, PPV 

0.87, NPV 0.93, และ Dice index 0.67 จะเห็นได้ว่าโมเดล

ท่ีถูกสร้างข้ึนโดยมีชุดข้อมูลเพื่อใช้ฝึกจ�ำนวนมากกว่าท�ำให้

โมเดลมีประสิทธิภาพสูงกว่า นอกจากนี้มีความพยายาม 

ในการปรบัปรงุประสทิธภิาพของโมเดลโดยการใช้ ML ร่วมกบั 

graph-based random walks segmentation (37)  

ท่ีมีพื้นฐานมาจาก semiautomatic multilabel random 

walks algorithm เพื่อปรับปรุงประสิทธิภาพในการสกัด

ข้อมูลจากจุดภาพ (pixel) ของภาพรังสีโดยวิธีการทาง

คณิตศาสตร์ พบว่าโมเดลมีประสิทธิภาพโดยมีค่า accuracy 

94.1% 

	 โมเดลที่พัฒนาขึ้นเพื่อระบุรอยโรครอบปลายราก 

ในภาพรังสีทั้ง 3 แบบมีประสิทธิภาพสูง ถ้าจ�ำนวนชุดข้อมูล

น�ำเข ้าท่ีใช ้สร ้างโมเดลมีจ�ำนวนมากข้ึนจะท�ำให ้โมเดล 
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มีประสิทธิภาพเพิ่มขึ้น นอกจากนี้การเพิ่มประสิทธิภาพโดยใช้

กระบวนการทางคณิตศาสตร์ เช่น wavelet transformation 

หรือ semiautomatic multilabel random walks 

algorithm ท�ำให้โมเดลมีประสิทธิภาพเพิ่มขึ้น ชุดข้อมูลภาพ

รังสี CBCT มีประสิทธิภาพสูงในการใช้ระบุรอยโรครอบปลาย

รากเน่ืองจากเป็นภาพสามมิติไม่มีการซ้อนทับกับอวัยวะข้าง

เคียง ขณะที่ภาพรังสีแบบ panoramic คุณภาพจะขึ้นกับมุม

ในการถ่าย มีการบิดเบี้ยว หดขยายของภาพ มีการซ้อนทับกัน

ของอวัยวะรอบข้าง ภาพบางต�ำแหน่งไม ่ชัดเจนท�ำให ้

ประสิทธิภาพของโมเดลอาจด้อยกว่าภาพรังสี CBCT และ

ภาพรังสีรอบปลายราก

	 การระบุรอยแตกของรากในภาพรังสี  

	 การระบุรอยร ้ าวหรือรอยแตกแนวดิ่ งของราก 

(vertical root fracture) ในภาพรังสีรอบปลายราก มีการ

ศึกษาโมเดลที่พัฒนาโดยใช้สถาปัตยกรรม probabilistic 

neural network (PNN) (38) ใช้ภาพตัวอย่าง 200 ภาพใน

การฝึก แบ่งเป็นฟันปกติ 50 ภาพและฟันที่มีรอยแตก 150 

ภาพ ประเมินประสิทธิภาพของโมเดลมีค่า sensitivity 98%, 

specificity 90.5%, และ accuracy 95.7% และโมเดลที่ถูก

สร ้างขึ้นเพื่อระบุรอยแตกแนวด่ิงของรากในภาพรังสี 

panoramic จากชุดข้อมูลจ�ำนวน 300 ภาพ (39) พบว่า

ประสิทธิภาพของโมเดลมีค่า recall 0.75 และ F measure 

0.83 มีความพยายามในการสร้างโมเดลจากชุดข้อมูลภาพรังสี

ส่วนตัดอาศัยคอมพิวเตอร์ขนาดเล็ก (micro CT) จ�ำนวน 36 

ภาพ (40) โดยแบ่งเป็นฟันที่มีรอยร้าว 22 ซี่และฟันปกติ 14 ซี่ 

บนสถาปัตยกรรม U-net ร่วมกับการเตรียมข้อมูลด้วย 3D 

Isotropic Wavelets โดยให้โมเดลท�ำนายฟันที่มีรอยร้าวเป็น

เชิงปริมาณโดยใช้สัดส่วนของ Voxel ต่อปริมาตรฟันทั้งหมด

พบว่าค่าสัดส่วนที่สูงจะเป็นฟันที่มีรอยร้าวซึ่งโมเดลดังกล่าวมี

ประสิทธิภาพสูงในการระบุฟันที่มีรอยร้าวได้ ขณะที่การใช ้

high-resolution CBCT (hr-CBCT) ร่วมกับการตั้งค่าแบบ 

endodontic mode จะมีการปรับภาพโดยใช้ smoothing 

filters จะท�ำให้ประสิทธิภาพในการระบุรอยร้าวลดลง  

นอกจากนี้ยังมีการศึกษาเปรียบเทียบโมเดลที่สร้างจากชุด

ข้อมูลภาพรังสีรอบปลายรากเปรียบเทียบกับโมเดลที่สร้าง

จากชุดข้อมูล CBCT โดยใช้ PNN (41) พบว่าโมเดลท่ีสร้าง 

โดยใช้ภาพรังสี CBCT ในการฝึกมีประสิทธิภาพสูงกว่าโดยมี

ค่า accuracy, sensitivity, และ specificity เท่ากับ 96.6, 

93.3, และ 100% ตามล�ำดับ ขณะท่ีโมเดลท่ีใช้ภาพรังสีรอบ

ปลายรากในการฝึกจะมีค่าเท่ากับ 70.00, 97.78, และ 

67.7% ตามล�ำดับ 

	 ชุดข้อมูลภาพรังสี CBCT ช่วยให้โมเดลระบุรอยแตก

แนวดิ่งของรากได้มีประสิทธิภาพมากกว่าภาพรังสีรอบปลาย

รากท่ีมีข้อจ�ำกัดจากเทคนิคการถ่ายท่ีเป็นสองมิติท�ำให้ภาพ

ของอวัยวะทับซ้อนกัน ภาพรังสีที่ได้ขึ้นกับมุมของล�ำรังสีขณะ

ถ่ายและความกว้างของรอยแตก ขณะท่ีภาพรังสี CBCT เป็น

สามมิติสามารถระบุรอยแตกได้ชัดเจนกว่า นอกจากนี้ความ

กว้างของรอยแตกมีผลต่อประสิทธิภาพของโมเดลคือเมื่อรอย

แตกกว้างมากข้ึนประสิทธิภาพของโมเดลจะเพิ่มข้ีน มีข้อ

สังเกตว่าการศึกษาส่วนใหญ่ในการวิจัยในห้องปฏิบัติการมี

การควบคุมชุดข้อมูลภาพรังสี เช่น เป็นฟันรากเดียว ไม่มีวัสดุ

อุดคลองราก ไม่มีเดือยฟัน และไม่มีอวัยวะรอบรากฟันจึง

ท�ำให้ผลการศึกษาอาจไม่ตรงกับลักษณะการใช้งานจริงทาง

คลินิก

	 การระบุต�ำแหน่งรอยคอดรูเปิดปลายราก (minor 

apical constriction)

	 การระบุต�ำแหน่งรอยคอดรูเปิดปลายรากโดยใช้โมเดล

ที่สร้างบน ANN ฝึกด้วยชุดข้อมูลภาพรังสีรอบปลายราก

จ�ำนวน 50 ภาพร่วมการเตรียมข้อมูลโดยวิธี Otsu method 

และ wave let theory (42, 43) พบว่าโมเดลที่สร้างขึ้น

สามารถระบุต�ำแหน่ง minor constriction ได้ถูกต้องถึง 

96% เมื่อเปรียบเทียบกับผู้เชี่ยวชาญสาขาวิทยาเอ็นโดดอนต์

ที่สามารถระบุได้ถูกต้องเพียง 76% และมีการใช้โมเดล ML 

เพื่อพัฒนาการระบุต�ำแหน่งปลายรากของเครื่องระบุปลายรา

กอิเลกทรอนิกส์ (electronic apex locator) โดยใช้วิธี 

multifrequency impedance ร่วมกับ DL (44) พบว่าม ี

accuracy 95% มากกว่าวิธี dual-frequency impedance 

ratio ที่มีความแม่นย�ำประมาณ 85%
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ตารางที่ 3	 การศึกษาวิจัยการเรียนรู้ของเครื่องเพื่อใช้ในงานวิทยาเอ็นโดดอนต์

Author, year Sample size Features Types of DL Results
Referral decisions
Mallishery et al, 
2020 (24)

500 AAE Case 
Difficulty 
Assessment 
Form

SVM and DNN SVM:
Accuracy = 94.80%
Sensitivity = 94.96%
Specificity = 94.63%
Precision = 94.96%
DNN:
Accuracy = 93.40%
Sensitivity = 93.02%
Specificity = 93.80%
Precision = 94.12%

Prediction
Qu et al, 2022 (25) 341 CBCT Gradient boosting

machine (GBM) and 
random forest (RF)

GBM: 
Accuracy = 0.80
Sensitivity = 0.92
Specificity = 0.71
PPV = 0.71
NPV = 0.92
F1 = 0.80
AUC = 0.88
RF: 
Accuracy = 0.80
Sensitivity = 0.85
Specificity = 0.76
PPV = 0.73
NPV = 0.87
F1= 0.79
AUC = 0.83

Gao et al, 2021 (45) 300 13 parameters Back propagation (BP) 
artificial neural network

Accuracy = 95.60%

Root canal morphology identification
Sherwood et al, 
2021 (28)

135 CBCT U-net, 
residual U-net, and 
Xception U-net

Dice coefficients
U-Net = 0.660
Residual U-Net = 0.736
Xception U-Net =  0.768
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Author, year Sample size Features Types of DL Results
Hiraiwa et al, 2019 

(29)

760 Panoramic 

radiographs

AlexNet and GoogleNet AlexNet: 

Accuracy = 87.4%, 

Sensitivity = 77.3%

Specificity = 97.1%

PPV = 96.3%

NPV = 81.8%

GoogleNet:

Accuracy = 85.3%

Sensitivity = 74.2%

Specificity = 95.9%

PPV = 94.7%

NPV = 80.0%
Periapical lesion detection
Li et al, 2022 (30) 4129 Periapical 

radiographs

Modified ResNet-18 

backbone

F1-score = 0.828

Pauwels et al, 2021 

(31)

5600 Periapical 

radiographs

CNN Sensitivity = 0.79

Specificity = 0.88

ROC-AUC = 0.86
Ekert et al, 2019 

(32)

2001 panoramic 

radiographs

CNN AUC = 0.85

Sensitivity = 0.65

Specificity = 0.87

PPV = 0.49

NPV = 0.93
Endres et al, 2020 

(33)

3240 panoramic 

radiographs

CNN precision = 0.60

F1 score = 0.58 

PPV = 0.67
Birdal et al, 2016 

(34) 

9 Panoramic 

radiographs

Wavelet transformation 

and polynomial 

regression

Specificity = 89% 

Sensitivity = 70% 

Orhan et al, 2020 

(35)

3900 CBCT U-Net Reliability = 92.8%

ตารางที่ 3	 การศึกษาวิจัยการเรียนรู้ของเครื่องเพื่อใช้ในงานวิทยาเอ็นโดดอนต์ (ต่อ)
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Author, year Sample size Features Types of DL Results
Setzer et al, 2020 
(36)

61 CBCT U-Net Accuracy = 0.93 
Specificity = 0.88
PPV = 0.87
NPV = 0.93
DICE index = 0.67

Okada et al, 2015 
(37)

28 CBCT Linear discriminant 
analysis and AdaBoost

Accuracy = 94.1% 

Root fracture detection
Kositbowornchai  
et al, 2013 (38)

200 digital 
radiography

PNN sensitivity = 98% 
Specificity = 90.5% 
Accuracy = 95.7%

Fukuda et al, 2020 
(39)

330 panoramic 
radiographs

DetectNet Recall = 0.75
Precision = 0.93
F measure = 0.83

Vicory et al, 2021 
(40)

22 high resolution 
CBCT and 
microCT

U-Net Probability maps give an 
opportunity to the 
physician to evaluate the 
severity of the crack

Johari et al, 2017 
(41)

240 Periapical and 
CBCT 
radiographs

PNN Periapical: 
Accuracy = 70.00% 
Sensitivity = 97.78% 
Specificity = 67.70%
CBCT: 
Accuracy = 96.6%
Sensitivity = 93.3%
Specificity = 100%

Working length determination
Saghiri et al, 2012 
(42)

36 Periapical 
radiographs

ANN Accuracy = 93% 

Saghiri et al, 2012 
(43)

50 Periapical 
radiographs

ANN Accuracy = 96%

Qiao et al, 2020 (44) 21 Multifrequency 
Impedance 
Measurement

ANN Accuracy = 95% 

ตารางที่ 3	 การศึกษาวิจัยการเรียนรู้ของเครื่องเพื่อใช้ในงานวิทยาเอ็นโดดอนต์ (ต่อ)
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บทวิจารณ์
	 การน�ำปัญญาประดิษฐ์มาประยุกต์ใช้ในงานวิทยา 

เอ็นโดดอนต์ การศึกษาส่วนใหญ่จะใช้ในการจ�ำแนกลักษณะ

ในภาพรังสี เช่น การระบุรอยโรครอบปลายราก การตรวจ

สอบรอยแตกของราก การจ�ำแนกรูปร่างของคลองรากรูปตัวซี

หรือการระบุรากพิเศษ ขณะที่การประยุกต์ในในการพยากรณ์

โรค การตัดสินใจส่งต่อ ยังมีการศึกษาจ�ำนวนน้อย ทั้งนี้อาจ

เป็นเพราะการสร้างโมเดลต้องใช้ข้อมูลน�ำเข้าเป็นจ�ำนวนมาก 

ภาพรังสีเป็นข้อมูลส�ำคัญในงานวิทยาเอ็นโดดอนต์ที่มีการเก็บ

บันทึกในการรักษาผู้ป่วยทุกรายจึงเป็นข้อมูลที่มีจ�ำนวนมาก

เพียงพอและพร้อมที่จะน�ำมาใช้ในการสร้างโมเดล ขณะที่

ข้อมูลชนิดอื่น เช่น แบบประเมินความยาก ข้อมูลพื้นฐานของ

ผู ้ป่วย ต้องเก็บข้อมูลเพิ่มเติมจ�ำนวนมากเพื่อให้เพียงพอ

ส�ำหรับการสร้างโมเดลที่มีประสิทธิภาพจึงเป็นอุปสรรคต่อ

การศึกษา ดังน้ันในการศึกษาวิจัยเกี่ยวกับ ML ควรมีการ

วางแผนการเก็บข้อมูลอย่างเป็นระบบ การร่วมมือกันเก็บ

ข้อมูลของศูนย์วิจัยหลายศูนย์ ใช้ระบบเครือข่ายคอมพิวเตอร์

ออนไลน์เพื่อช่วยในการเก็บข้อมูลให้ได้จ�ำนวนมากพอซ่ึงเป็น

ปัจจัยหนึ่งที่จะน�ำไปสู่การสร้างโมเดลที่มีประสิทธิภาพ

	 โมเดลที่สร้างขึ้นเพื่อใช้ตัดสินใจระบุรอยโรคบนภาพ

รังสีหรือจ�ำแนกรูปร่างคลองราก มีประสิทธิภาพความแม่นย�ำ

สูงแม้จะใช้สถาปัตยกรรมของ ML ต่างชนิดกันและจ�ำนวน

ข้อมูลน�ำเข้าที่แตกต่างกัน เมื่อเปรียบเทียบชนิดของภาพรังสี

จะพบว่าส่งผลต่อประสิทธิภาพของโมเดลโดยภาพรังสีแบบ 

CBCT จะให้โมเดลทีม่ปีระสทิธภิาพมากกว่าภาพรงัสพีานอรามิก

และภาพรังสีรอบปลายราก (30, 32, 33, 35-37, 41) 

	 การศึกษาเกี่ยวกับการใช้ ML ช่วยตัดสินใจส่งต่อกรณี

การรักษาที่ยากพบเพียงหนึ่งการศึกษา โมเดลถูกสร้างโดยใช้

ข้อมูลจากแบบประเมินความยากของ AAE พบว่ามีประโยชน์

หลายประการคือ  ช ่ วยให ้ทันตแพทย ์ทั่ ว ไปหรือ ท่ีมี

ประสบการณ์น้อยสามารถประเมินระดับความยากได้เหมือน

ความเห็นของทันตแพทย์ผู้เชี่ยวชาญท�ำให้มีความสม�่ำเสมอ

ของการประเมินระดับความยากของเคส การใช้งานโมเดล 

ML เป็นการประมวลผลแบบอัตโนมัติท�ำให้ง่ายในการตัดสิน

ใจในการประเมิน สามารถประเมินได้แม้มีข้อมูลในการกรอก

ไม่ครบถ้วน และโมเดล ML สามารถฝึกให้เรียนรู้ปรับเปลี่ยน

ไปตามมาตรฐานระดับความช�ำนาญของทันตแพทย์ท่ัวไปท่ี

แตกต่างกันในแต่ละประเทศได้ (24)

	 จากการทบทวนงานวิจัยพบว่าโมเดลท่ีสร้างจาก ML 

ส�ำหรับการตัดสินใจงานต่าง ๆ ทางวิทยาเอ็นโดดอนต  ์

มีประสิทธิภาพสูง สามารถช่วยลดความล�ำเอียงและระยะ

เวลาในการตัดสินใจ เนื่องจาก ML สามารถเรียนรู ้ข้อมูล 

ในภาพรังสีได้มากกว่าการรับรู ้ของมนุษย์ เช่น ความเข้ม  

รูปร่าง ความสว่าง รายละเอียดเล็กน้อยท่ีปรากฎในภาพรังสี 

(46, 47)

	 โมเดล ML ที่สร้างขึ้นแตกต่างกันในแต่ละการศึกษา

ท�ำให้ค่าประสิทธิภาพโมเดลมีความแตกต่างกัน ดังน้ันควรมี

การศึกษาเพิ่มเติมเพื่อตรวจสอบความตรงและความเที่ยงของ

แต่ละสถาปัตยกรรมท่ีใช้ในการสร้างโมเดลด้วยจ�ำนวนข้อมูล

ตัวอย่างท่ีมากเพียงพอก่อนท่ีจะน�ำโมเดลท่ีสร้างได้ไปใช้งาน

จริง (48)

บทสรุป
	 ปัจจุบันเริ่มมีการศึกษาวิจัยเพื่อประยุกต์ใช้ ML กับ

งานทางทันตกรรมมากขึ้น ส�ำหรับสาขาวิทยาเอ็นโดดอนต ์

งานที่พบว่ามีการศึกษาน�ำมาใช้จ�ำนวนมากจะเกี่ยวข้องกับ

การตรวจสอบรอยโรครอบปลายรากจากภาพรังสีท้ังแบบสอง

มิติและสามมิติ งานอื่นที่มีการน�ำมาประยุกต์ใช้ เช่น การระบุ

รอยแตกของราก การประเมินความยาวท�ำงาน การจ�ำแนก

ประเภทของคลองราก การประเมินความยากในการท�ำงาน 

ซึ่งล้วนแล้วแต่เป็นการประเมินโดยใช้ภาพรังสี ดังนั้น ML ที่ใช้

ส่วนใหญ่จึงเป็น CNN เป็นพื้นฐานซึ่งเป็น DL มีความสามารถ

ในการสกัดข้อมูลส�ำคัญจากรูปภาพก่อนที่จะส่งเข้าสู่เคร่ือง

ข่ายประสาทเทียมเพื่อสร้างเป็นโมเดลช่วยตัดสินใจร่วมกับ

การเตรียมข้อมูลด้วยวิธีการทางคณิตศาสตร์เพื่อสกัดข้อมูล

ส�ำคัญจากรูปภาพก่อนส่งเข้าเครือข่ายประสาทเทียม จากงาน

วิจัยเกือบทั้งหมดพบว่า ML ช่วยเพิ่มประสิทธิภาพ ความ

แม่นย�ำในการตัดสินใจอยู่ในระดับที่น่าพอใจ รวมทั้งมีความ

รวดเร็วเหมาะที่จะพัฒนาเพื่อใช้ช่วยประกอบการท�ำงานทาง

ด้านวิทยาเอ็นโดดอนต์ต่อไปในอนาคต
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