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สถิตกัิบงานวทิยาเอน็โดดอนต์ ตอนที ่4: การเปรยีบเทยีบ
ค่าเฉลี่ย การทดสอบสถิตพื้นฐานทางเอ็นโดดอนติกส์  
(Statistics in Endodontics Part 4: 
Comparing Means—Basic Statistical 
Tests in Endodontics)
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บทคัดย่อ

	 การเลอืกใช้การทดสอบทางสถติท่ีิเหมาะสมเป็นส่ิงจ�ำเป็นส�ำหรบัการสรปุผลทีถ่กูต้องในงานวจิยัทางเอน็โดดอนตกิส์และการปฏบิตัทิางคลนิกิทีอ่งิ

หลกัฐานเชงิประจกัษ์ บทความนีค้รอบคลุมเก่ียวกับการทดสอบแบบพาราเมตริกและนอนพาราเมตริกส�ำหรับการเปรียบเทยีบค่าเฉลีย่ โดยเน้นย�ำ้ความส�ำคญั

อย่างยิ่งของการตรวจสอบข้อสมมติทางสถิติก่อนการวิเคราะห์ รวมข้อสมมติพื้นฐาน ได้แก่ ความต่อเนื่องของตัวแปรตาม ความเป็นอิสระของการสังเกต 

การกระจายตวัแบบปกต ิความเท่าเทยีมของความแปรปรวน และการไม่มค่ีาผดิปกต ิพร้อมวธิกีารประเมนิโดยใช้การตรวจสอบด้วยสายตาและการทดสอบ 

เชิงตัวเลข การทดสอบแบบพาราเมตริกท่ีน�ำเสนอประกอบด้วย One-Sample t-test, Independent Samples t-test, Paired Samples t-test,  

One-Way ANOVA และ One-Way Repeated Measures ANOVA พร้อมค�ำแนะน�ำเกีย่วกบัการทดสอบหลงัการวเิคราะห์ส�ำหรบัการเปรยีบเทยีบหลายกลุ่ม  

เมือ่ข้อสมมตแิบบพาราเมตรกิไม่เป็นไปตามทีก่�ำหนด บทความจะน�ำเสนอทางเลอืกแบบนอนพาราเมตรกิพร้อมการทดสอบหลงัการวเิคราะห์ทีส่อดคล้องกัน 

กรอบการตัดสินใจจะแนะน�ำการเลือกการทดสอบโดยพิจารณาจากการออกแบบการวิจัย ลักษณะของข้อมูล และการตรวจสอบข้อสมมติ การทดสอบ

แต่ละชนิดประกอบด้วยข้อสมมติเฉพาะ สมมติฐาน และตัวอย่างการประยุกต์ใช้ในงานวิจัยทางเอ็นโดดอนติกส์ การเข้าใจและประยุกต์ใช้หลักการเหล่านี้

อย่างถูกต้องจะเพิม่ความน่าเชือ่ถอืของผลการวจิยั ลดความเสีย่งของข้อผดิพลาดทางสถติ ิและส่งเสรมิการตดัสนิใจทางคลนิกิทีอ่งิหลกัฐานในทางเอน็โดดอนตกิส์

ค�ำส�ำคัญ: การเปรียบเทียบค่าเฉลี่ย, การทดสอบแบบนอนพาราเมตริก, การทดสอบแบบพาราเมตริก, ระเบียบวิธีวิจัย, สถิติ 

Abstract

	 Appropriate statistical test selection is essential for valid conclusions in endodontic research and evidence-based clinical practice.  

This article provides a comprehensive guide to parametric and non-parametric tests for comparing means, emphasizing the critical importance 

of verifying statistical assumptions before analysis. The review covers fundamental assumptions—continuous dependent variables, 

independence of observations, normal distribution, homogeneity of variances, and absence of outliers—with practical methods for assessment 

using visual inspection and numerical tests. Parametric tests discussed include One-Sample t-test, Independent Samples t-test, Paired Samples 

t-test, One-Way ANOVA, and One-Way Repeated Measures ANOVA, with detailed guidance on post-hoc testing procedures for  

multiple comparisons. When parametric assumptions are violated, non-parametric alternatives are presented with corresponding  

post-hoc procedures. A decision framework guides test selection based on research design, data characteristics, and assumption verification. 

Each test includes specific assumptions, hypotheses, and practical examples from endodontic research. Understanding and correctly applying 

these principles enhances research reliability, reduces statistical errors, and promotes evidence-based clinical decision-making in endodontics.
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บทน�ำ (Introduction)
	 การปฏิบัติงานทางวิทยาเอ็นโดดอนต์ในยุคปัจจุบัน

จ�ำเป็นต้องอาศัยหลักฐานเชิงประจักษ์ (evidence-based 

practice) เป็นรากฐานส�ำคัญในการตัดสินใจรักษา เพื่อให ้

ผู้ป่วยได้รับการดูแลที่มีประสิทธิภาพสูงสุดและปลอดภัยที่สุด 

ในขณะที่วงการทันตกรรมมีการพัฒนาวัสดุ เทคนิคการรักษา 

และแนวทางการดูแลผู้ป่วยใหม่ ๆ อย่างต่อเนื่อง การประเมิน

ผลอย่างเป็นระบบและมีหลักวิชาการจึงมีความจ�ำเป็น  

การเปรียบเทียบทางสถิติจึงเป็นเครื่องมือที่มีบทบาทส�ำคัญ 

ในกระบวนการนี้

	 การเปรียบเทียบค่าเฉลี่ยเป็นงานพื้นฐานในการวิจัย

ทางคลินิกและชีววิทยา โดยเป็นรากฐานส�ำหรับการทดสอบ

สมมติฐานและการตัดสินใจที่มีข้อมูลรองรับ วิธีการทางสถิติ

ช่วยให้ทันตแพทย์สามารถหาข้อสรุปที่ชัดเจน เชื่อถือได้ และ

ท�ำซ�้ำได้เกี่ยวกับประสิทธิผลของการรักษา คุณสมบัติของ 

วัสดุทันตกรรม และการตอบสนองของผู้ป่วยต่อการรักษา 

การเปรยีบเทยีบค่าเฉลีย่ (means) ของตัวแปรต่าง ๆ ทางสถิติ 

เช่น แรงยึดติดเฉลี่ย (mean bond strength) หรือจ�ำนวน 

โคโลนีแบคทีเรียเฉลี่ย (mean bacterial colony counts) 

ระหว่างกลุ่มหรือสภาวะต่างๆ ช่วยให้นักวิจัยสามารถก�ำหนด

ได้ว่าความแตกต่างที่สังเกตได้ในข้อมูลตัวอย่างสะท้อนถึง

ความแตกต่างที่แท้จริงในประชากรต้นแบบหรือเป็นเพียงผล

จากความบังเอิญ (random chance) เท่านั้น [1]

	 การเปรยีบเทยีบค่าเฉลีย่มบีทบาทส�ำคญัในการขับเคลือ่น

นวัตกรรมทางเอ็นโดดอนติกส์ ทั้งการพัฒนาวัสดุใหม่และ 

การประเมินผลการรักษาทางห้องปฏิบัติการและทางคลินิก 

อย่างไรก็ตาม การวิเคราะห์กลายเป็นเรื่องที่ต้องพิจารณา 

เมื่อต้องจัดการกับมากกว่าสองกลุ ่ม เนื่องจากการเปรียบ

เทียบแบบคู ่หลายครั้ ง เพิ่มความเสี่ยงของข ้อผิดพลาด 

ประเภทที่ 1 (type I error) จึงจ�ำเป็นต้องมีการจัดการ 

ทางสถิติอย่างระมัดระวัง [2] หากขาดความเข้าใจที่ถูกต้อง 

การตัดสินใจทางคลินิกอาจอาศัยหลักฐานที่ไม่น่าเชื่อถือ 

หรือตีความผิด ซึ่งอาจส่งผลกระทบต่อคุณภาพการดูแลผู้ป่วย

และความถูกต้องในการเลือกวิธีการรักษา

	 การตรวจสอบข้อสมมติอย่างเพียงพอเป็นสิ่งส�ำคัญยิ่ง

ก่อนด�ำเนินการเปรียบเทียบค่าเฉลี่ย ข้อสมมติหลัก ได้แก่ 

ความเป็นปกติของข้อมูล ความเท่าเทียมของความแปรปรวน

ระหว่างกลุม่ และความเป็นอสิระของการสงัเกต [3] การละเมดิ

ข้อสมมติเหล่านี้สามารถน�ำไปสู่อัตราความผิดพลาดที่สูงขึ้น

หรืออ�ำนาจ (power) ทางสถิติที่ลดลง ท�ำให้ความถูกต้อง 

ของการอนุมาน (inferential) ลดลง

	 บทความฉบับนี้จัดท�ำขึ้นโดยมีจุดมุ ่งหมายเพ่ือให ้

นักวิจัยและทันตแพทย์สามารถเลือกใช้วิธีการทางสถิต ิ

ท่ีเหมาะสมกับลักษณะของข้อมูลและค�ำถามการวิจัย ตีความ

ผลได้อย่างถูกต้องและมีวิจารณญาณโดยเข้าใจทั้งความหมาย

ทางสถิติและความส�ำคัญทางคลินิก มีส่วนร่วมในการสร้าง

องค์ความรู้ที่มีคุณภาพ และน�ำไปสู่การพัฒนาวงการวิทยา

เอ็นโดดอนต์ต่อไป บทความนี้มุ่งเน้นการน�ำเสนอการทดสอบ

ทางสถิติพื้นฐานที่ใช ้กันอย่างแพร่หลายในงานวิจัยทาง 

เอ็นโดดอนติกส์ โดยจะไม่กล่าวถึงการทดสอบทางสถิต ิ

ขั้นสูง (advanced statistics) เช่น การวิเคราะห์ regression 

หลายตวัแปร (multiple regression) การวเิคราะห์การรอดชพี 

(survival analysis) หรือ factorial ANOVA ซึ่งต้องการ 

ความเข้าใจเชิงลึกและการประยุกต์ใช้ที่ซับซ้อน

1. ข้อสมมตหิลกัของการทดสอบแบบพาราเมตรกิ 

(Key Assumptions of Parametric Tests) 

	 การตรวจสอบข้อสมมติทางสถิติควรด�ำเนินการตั้งแต่

ขั้นตอนการออกแบบการวิจัย ไม่ใช่เพียงในขั้นตอนการ

วิเคราะห์ข้อมูล การละเมิดข้อสมมติอาจน�ำไปสู่ข้อผิดพลาด

ประเภทท่ี 1 คือการสรุปว่ามีความแตกต่างเมื่อความจริงแล้ว

ไม่มี หรือข้อผิดพลาดประเภทท่ี 2 (type II error) คือการ 

ไม่พบความแตกต่างเมื่อความจริงแล้วมี ซึ่งอาจส่งผลกระทบ

ต่อความถูกต้องของผลการวิจัยและการดูแลผู้ป่วย [4-6]

	 ข้อสมมตพิืน้ฐานส�ำหรบัการทดสอบแบบพาราเมตรกิ

ส่วนใหญ่ประกอบด้วย

1.1 ตัวแปรตามแบบต่อเนื่อง: ระดับช่วงหรืออัตราส่วน 

(Continuous Dependent Variable: Interval/Ratio Data)

	 ตัวแปรตาม (dependent variable) ต้องถูกวัด 

ในระดับช่วง (interval scale) หรืออัตราส่วน (ratio scale) 

ซึง่หมายความว่าข้อมลูมค่ีาตวัเลขทีม่คีวามหมาย ความแตกต่าง

ระหว่างค่าต่างๆ มีความสม�่ำเสมอ และอัตราส่วนสามารถ
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ตีความได้ การทดสอบแบบพาราเมตรกิใช้การค�ำนวณค่าเฉลีย่ 

(mean) และความแปรปรวน (variance) ซึง่ต้องการข้อมลูท่ีมี

ช่วงระยะห่างเท่ากนัระหว่างค่าต่างๆ การใช้ข้อมลูระดบัล�ำดบั 

(ordinal scale) หรือนามบญัญติั (nominal scale) กบัการทดสอบ

แบบพาราเมตรกิอาจให้ผลลพัธ์ทีไ่ม่มคีวามหมายหรือเข้าใจผดิ

1.2 ความเป็นอิสระของการสังเกต (Independence of 

Observations)

	 ข้อมลูภายในกลุม่และระหว่างกลุม่ต้องเป็นอสิระต่อกนั 

หมายความว่าการวดัผูเ้ข้าร่วมหรอืการสงัเกตรายหนึง่ไม่ส่งผลต่อ

หรอืไม่มคีวามสมัพนัธ์กบัรายอืน่ ตัวอย่างการออกแบบทีไ่ม่เป็นอสิระ 

เช่น การใช้ฟันหลายซ่ีจากผูป่้วยคนเดยีวกนัโดยไม่ค�ำนงึถงึ clustering 

effect อาจท�ำให้ค่าความคลาดเคลือ่นมาตรฐาน (standard error) 

เล็กเกินจริง เพิ่มโอกาสของข้อผิดพลาดประเภทที่ 1

1.3 การกระจายตวัแบบปกตขิองข้อมูล (Normal Distribution 

of Data) 

	 ตัวแปรตามควรมีการกระจายตัวแบบปกติภายใน

แต่ละกลุ่มที่เปรียบเทียบ การกระจายตัวแบบปกติมักเรียกว่า 

“เส้นโค้งรูประฆัง” (bell-shaped curve) ซึง่เป็นพืน้ฐานส�ำคญั

ของการทดสอบแบบพาราเมตริก ในการกระจายตัวแบบปกติ

ทีส่มบรูณ์แบบ ข้อมลูจะกระจายตวัอย่างสมมาตรรอบค่าเฉลีย่ 

โดยค่าเฉลี่ย ค่ามัธยฐาน (median) และฐานนิยม (mode)  

จะมค่ีาใกล้เคยีงกนั ความเบ้ (skewness) และความโด่ง (kurtosis) 

มีค่าเท่ากับศูนย์ นอกจากนี้ ประมาณ 68% ของข้อมูลจะอยู่

ภายใน ±1 ส่วนเบ่ียงเบนมาตรฐานจากค่าเฉลีย่ และประมาณ 95% 

ของข้อมลูจะอยูภ่ายใน ±2 ส่วนเบ่ียงเบนมาตรฐานจากค่าเฉลีย่

	 วิธีการตรวจสอบความเป็นปกติ (รูปที่ 1)

	 การตรวจสอบความเป็นปกติของข้อมูลสามารถท�ำได้

หลายวิธี ซึ่งแบ่งออกเป็นการตรวจสอบด้วยสายตา (visual 

inspection) และการทดสอบเชิงตัวเลข (numerical tests)

	 1.	 การตรวจสอบด้วยสายตา (Visual Inspection)

		  1.1	 ฮสิโตแกรม (Histogram) เป็นเครือ่งมอืพืน้ฐาน

ทีแ่สดงการกระจายตวัของข้อมลูในรปูแบบแท่งกราฟ ซึง่ควรมี

รปูร่างคล้ายระฆงัและสมมาตร โดยเหมาะส�ำหรบัข้อมลูขนาดใหญ่ 

(n > 50)

		  1.2	 กราฟ Q-Q (Quantile-Quantile Plot) 

เป็นวิธีที่มีประสิทธิภาพที่สุดในการตรวจสอบด้วยสายตา  

โดยเปรียบเทียบควอนไทล์ของข้อมูลจริงกับควอนไทล์ของ

การกระจายตัวปกติทฤษฎี หากข้อมูลเป็นไปตามการกระจาย

ตัวแบบปกติ จุดต่าง ๆ จะอยู่บนเส้นทแยงมุมโดยประมาณ 

การเบี่ยงเบนจากเส้นทแยงมุมบ่งบอกถึงการไม่เป็นปกติ 

รูปที่ 1	 แผนภาพแสดงการกระจายตัวของข้อมูล Histogram: การแจกแจงปกติ (A) การแจกแจงเบ้ซ้าย (B) การแจกแจง 

เบ้ขวา (C); Q-Q Plot: การแจกแจงปกติ (D) การแจกแจงเบ้ซ้าย (E) การแจกแจงเบ้ขวา (F); Box Plot: การแจกแจงปกติ (G) 

การแจกแจงเบ้ซ้าย (H) การแจกแจงเบ้ขวา (I)
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		  1.3	 แผนภาพกล่อง (Box Plot) เป็นอกีเครือ่งมอื

ท่ีมปีระโยชน์ในการประเมนิการกระจายตวัของข้อมลู โดยแสดง 

ค่าสถติสิ�ำคญั 5 ค่า ได้แก่ ค่าต�ำ่สดุ ควอร์ไทล์ที ่1 (Q1) มธัยฐาน 

ควอร์ไทล์ที ่3 (Q3) และค่าสงูสดุ ส�ำหรบัข้อมลูทีม่กีารกระจายตวั

แบบปกต ิกล่องจะมลีกัษณะสมมาตร โดยเส้นมธัยฐานอยูต่รงกลาง

กล่อง และเส้นหนวด (whiskers) ทั้งสองข้างมีความยาวใกล้

เคียงกนั ในทางตรงกนัข้าม หากข้อมลูมกีารกระจายตวัแบบเบ้ขวา 

(positive skewness) เส้นมธัยฐานจะเบีย่งไปทางซ้ายของกล่อง 

เส้นหนวดด้านขวาจะยาวกว่าด้านซ้าย และมักพบค่าผิดปกติ 

(outliers) ทางด้านขวา ส่วนการกระจายตัวแบบเบ้ซ้าย (negative 

skewness) จะมีลักษณะตรงกันข้าม คือ เส้นมัธยฐานเบี่ยงไป

ทางขวา เส้นหนวดด้านซ้ายยาวกว่า และมักพบค่าผิดปกติ

ทางด้านซ้าย นอกจากนี้ยังมีข้อดีในการแสดงค่าผิดปกติอย่าง

ชัดเจน ซึ่งเป็นข้อมูลส�ำคัญที่อาจส่งผลต่อการตัดสินใจเลือกใช้

สถิติพาราเมตริกหรือนอนพาราเมตริก

	 2. การทดสอบเชิงตัวเลข (Numerical Tests)

		  2.1	 การค�ำนวณความเบ้และความโด่ง (Skewness 

and Kurtosis) 

		  ส�ำหรบัความเบ้ ค่าเท่ากบัศนูย์แสดงถงึการกระจายตวั

ที่สมมาตร ค่ามากกว่าศูนย์แสดงการเบ้ขวา (positive skew) 

ทีม่หีางยาวทางขวา ค่าน้อยกว่าศนูย์แสดงการเบ้ซ้าย (negative 

skew) ที่มีหางยาวทางซ้าย ส�ำหรับความโด่ง ค่าเท่ากับศูนย์

แสดงถึงความโด่งปกติ (mesokurtic) ค่ามากกว่าศูนย์แสดง

การกระจายตัวที่แหลมกว่าปกติ (leptokurtic) ซึ่งมีหางหนา

และค่าสุดขั้วมากกว่า ค่าน้อยกว่าศูนย์แสดงการกระจายตัวที่

แบนกว่าปกติ (platykurtic)

		  2.2	 การทดสอบ Shapiro-Wilk เป็นการทดสอบ

ทางสถิติที่นิยมใช้มากที่สุดส�ำหรับตรวจสอบความเป็นปกติ 

เหมาะส�ำหรับกลุ่มตัวอย่างขนาดเล็กถึงปานกลาง (n < 50) 

และมีอ�ำนาจทางสถิติสูงในการตรวจจับการเบี่ยงเบนจาก

ความเป็นปกติ

		  •	 H0: ข้อมูลมีการกระจายตัวแบบปกติ

		  •	 H1: ข้อมูลไม่มีการกระจายตัวแบบปกติ

		  •	 หาก p-value > 0.05 ไม่ปฏิเสธ H0 แสดงว่า 

			   ข้อมูลเป็นไปตามการกระจายตัวแบบปกติ

		  •	 หาก p-value ≤ 0.05 ปฏิเสธ H0 แสดงว่าข้อมูล 

			   ไม่เป็นไปตามการกระจายตัวแบบปกติ

		  2.3	 การทดสอบ Kolmogorov-Smirnov 

เหมาะส�ำหรับกลุ่มตัวอย่างขนาดใหญ่ (n ≥ 50) แต่มีอ�ำนาจ

ทางสถิตน้ิอยกว่า Shapiro-Wilk ส�ำหรบักลุม่ตวัอย่างขนาดเลก็ 

ข้อดีคือสามารถใช้ทดสอบการกระจายตัวอื่น ๆ ได้ ไม่เฉพาะ

การกระจายตัวปกติ

1.4 ความเท่าเทียมของความแปรปรวน (Homogeneity 

of Variances)

	 ข้อสมมตนิีเ้รยีกอกีอย่างว่า homoscedasticity ก�ำหนด 

ให้ความแปรปรวน (variance) ของตัวแปรตามต้องมีค่า 

ใกล้เคยีงกนัในทกุกลุม่ทีเ่ปรยีบเทยีบ เมือ่ข้อสมมตนิีถู้กละเมดิ 

จะเรยีกว่า heteroscedasticity หรอื heterogeneity of variance 

การทดสอบแบบพาราเมตริก เช่น t-test และ ANOVA 

สันนิษฐานว่าความแปรปรวนของข้อมูลในแต่ละกลุ่มเท่ากัน 

หากความแปรปรวนไม่เท่ากัน การทดสอบอาจให้ผลลัพธ์ที ่

ไม่ถูกต้อง โดยเฉพาะเมือ่ขนาดกลุม่ตวัอย่างไม่เท่ากนั เนือ่งจาก

กลุ่มท่ีมีความแปรปรวนมากกว่าจะมีอิทธิพลมากเกินไปต่อผล

การทดสอบ

	 วิธีการทดสอบทางสถิติ:

	 1. การทดสอบ Levene’s Test เป็นการทดสอบ 

ที่นิยมใช้มากที่สุด มีความทนทานต่อการเบ่ียงเบนจาก 

ความเป็นปกติ (robust) และเหมาะส�ำหรับการเปรียบเทียบ

มากกว่าหรือเท่ากับ 2 กลุ่ม

		  •	 H0: ความแปรปรวนของทุกกลุ่มเท่ากัน

		  •	 H1: ความแปรปรวนของกลุ่มอย่างน้อย 1 กลุ่ม 

			   แตกต่างจากกลุ่มอื่น

		  •	 หาก p-value > 0.05 ไม่ปฏิเสธ H0 แสดงว่า 

			   ความแปรปรวนเท่ากัน

		  •	 หาก p-value ≤ 0.05 ปฏิเสธ H0 แสดงว่าความ

แปรปรวนไม่เท่ากัน

	 2.	 การทดสอบ F-test of Equality of Variances 

ใช้ส�ำหรับเปรียบเทียบ 2 กลุ่ม โดยค�ำนวณอัตราส่วนของ 

ความแปรปรวนทัง้สองตามสตูร F = s²1/s²2 (ใช้ความแปรปรวน 

ที่ใหญ่กว่าเป็นตัวเศษ) อย่างไรก็ตาม การทดสอบนี้ไม่ทนทาน

ต่อการเบี่ยงเบนจากความเป็นปกติ (not robust) หากข้อมูล

ไม่เป็นปกต ิF-test อาจให้ผลทีไ่ม่ถกูต้อง ดงันัน้ Levene’s test  

จึงเป็นทางเลือกที่ดีกว่า
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	 3.	 การทดสอบ Bartlett’s Test ใช้ส�ำหรบัเปรยีบเทยีบ 

3 กลุ่มขึ้นไป มีอ�ำนาจทางสถิติสูงกว่า Levene’s test แต่มี

ข้อจ�ำกัดคือไวต่อการเบี่ยงเบนจากความเป็นปกติมาก (very 

sensitive) จึงไม่แนะน�ำให้ใช้หากข้อมูลไม่เป็นปกติ

	 วธิกีารแก้ไขกรณมีคีวามเท่าเทียมของการแปรปรวน

ที่ผิดปกติ:

	 ส�ำหรับ 2 กลุ ่ม ( Independent t-test) :  

ใช้ Welch’s t-test (Welch’s Unequal Variances t-test) 

ซ่ึงไม่สันนิษฐานว่าความแปรปรวนเท่ากัน มีการปรับค่า 

degrees of freedom ให้เหมาะสม และให้ผลลัพธ์ท่ีเช่ือถือ

ได้แม้ความแปรปรวนไม่เท่ากัน แนะน�ำให้ใช้เป็นค่าเริ่มต้น 

(default) ส�ำหรับการเปรียบเทียบ 2 กลุ่มอิสระ

	 ส�ำหรบั 3 กลุม่ขึน้ไป (ANOVA): ใช้ Welch’s ANOVA 

ซ่ึงเป็นรูปแบบของ ANOVA ท่ีไม่สันนิษฐานความเท่าเทียม

ของความแปรปรวน เหมาะเมื่อ Levene’s test แสดงว่า

ความแปรปรวนไม่เท่ากัน นอกจากนี้ยังมีการแปลงข้อมูล 

(data transformation) เช่น log transformation ส�ำหรับ

ข้อมูลที่มีความแปรปรวนเพิ่มตามค่าเฉลี่ย หรือ square root 

transformation ส�ำหรับข้อมูล count

	 ข้อควรพิจารณา: หากขนาดกลุ ่มตัวอย่างเท่ากัน 

ในทุกกลุ ่ม การทดสอบแบบพาราเมตริกค่อนข้างทนทาน 

ต่อการละเมดิข้อสมมตนิี ้แต่หากขนาดกลุม่ตวัอย่างต่างกนัมาก

และความแปรปรวนก็ต่างกันมาก ควรใช้ความระมัดระวังสูง

และพิจารณาใช้ Welch’s test หรือการทดสอบแบบ 

นอนพาราเมตริก จากบทความส่วนนี้สามารถสรุปได้ รูปที่ 2

รูปที่ 2	 แผนภูมิการตรวจสอบข้อสมมติหลักของการทดสอบแบบพาราเมตริก (Key assumptions of parametric test)
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2. การทดสอบแบบพาราเมตริกทั่วไป
	 การทดสอบแบบพาราเมตรกิทีใ่ช้ส�ำหรบัการเปรยีบเทยีบ

ค่าเฉลีย่มหีลายชนิด โดยการเลอืกใช้ขึน้อยูก่บัจ�ำนวนกลุม่ ลกัษณะ

ความสัมพันธ์ของกลุ่มตัวอย่าง และวัตถุประสงค์ของการวิจัย 

ตารางที่ 1 สรุปการทดสอบค่าเฉลี่ยทางสถิติแบบพาราเมตริก

และทางเลอืกแบบนอนพาราเมตรกิทีส่อดคล้องกนั ส่วนรปูท่ี 3 

แสดงแผนภูมิการตัดสินใจเลือกการทดสอบที่เหมาะสม

2.1 การทดสอบที แบบกลุ่มเดียว (One-Sample t-test): 

เปรียบเทียบค่าเฉลี่ยของกลุ่มตัวอย่างกับค่าที่ทราบ

	 การทดสอบที แบบกลุ่มเดียวเป็นวิธีการทางสถิติที่ใช้

เพื่อพิจารณาว่ากลุ่มตัวอย่างของการสังเกตที่ก�ำหนดสามารถ

ถูกสร้างขึ้นโดยกระบวนการที่มีลักษณะเฉพาะด้วยค่าเฉลี่ย

ประชากรที่ตั้งสมมติฐานไว้เฉพาะเจาะจงหรือไม่ [1]

	 ข้อสมมติ:

	 1.	 ตัวแปรตามเป็นข้อมูลต่อเนื่องที่วัดในระดับช่วง 

		  หรืออัตราส่วน

	 2.	 การสังเกตเป็นอิสระจากกัน (independent  

		  observations) 

	 3.	 ข้อมูลมีการกระจายตัวแบบปกติ

	 4.	 ไม่มค่ีาผดิปกตทิีม่นียัส�ำคญั (no significant outliers)

	 สมมติฐาน:

	 •	 H0 (สมมตฐิานว่าง): ค่าเฉลีย่ประชากรทีแ่ท้จรงิ (μ)  

		  เท่ากับค่าที่ตั้งไว้ (μ0)

	 •	 H1 (สมมตฐิานทางเลอืก): ค่าเฉลีย่ประชากรทีแ่ท้จรงิ 

		  แตกต่างจากค่าที่ตั้งไว้

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 เปรียบเทียบค่าเฉลี่ยของความยาวการท�ำงาน  

		  (working length) ท่ีวดัได้จากเครือ่ง apex locator  

		  กับค่ามาตรฐานจากภาพรังสี

	 •	 ทดสอบว่าค่าเฉลีย่ของแรงบิดท่ีท�ำให้ไฟล์หกัแตกต่าง 

		  จากค่าที่ผู้ผลิตระบุหรือไม่

	 •	 ตรวจสอบว่าค่าเฉลี่ยของคะแนนความเจ็บปวด 

		  หลงัการรกัษาแตกต่างจากระดบัพืน้ฐานทีก่�ำหนดไว้ 

		  หรือไม่

2.2 การทดสอบที แบบอิสระ (Independent Samples 

t-test หรือ student t-test): เปรียบเทียบค่าเฉลี่ยของ

สองกลุ่มที่ไม่เกี่ยวข้อง

	 การทดสอบที แบบอสิระเป็นการทดสอบทางสถิตเิชิงอนมุาน

ทีอ่อกแบบมาเพือ่พจิารณาว่ามคีวามแตกต่างอย่างมนียัส�ำคญั

ทางสถิติระหว่างค่าเฉลี่ยของสองกลุ่มที่ไม่เกี่ยวข้องกันหรือไม่ 

ซึ่งหมายความว่าบุคคลหรือหน่วยที่แตกต่างกันมีส่วนร่วมใน

การให้ข้อมูลแก่แต่ละกลุ่ม [2]
ตารางที่ 1	 การทดสอบค่าเฉลี่ยทางสถิติ

ชื่อการทดสอบ วัตถุประสงค์ จ�ำนวน

กลุ่ม

ลักษณะ

กลุ่ม

ประเภท

ข้อมูล

ทางเลือกแบบ 

non-parametric
One-Sample 

t-test

เปรียบเทียบค่าเฉลี่ยกลุ่ม

ตัวอย่างกับค่าที่ตั้งสมมติฐาน

1 - ต่อเนื่อง Wilcoxon Signed-Rank 

(One-sample)
Independent Samples 

t-test

เปรียบเทียบค่าเฉลี่ย

ของ 2 กลุ่มที่ไม่เกี่ยวข้อง

2 อิสระ ต่อเนื่อง Mann-Whitney U Test

Paired Samples 

t-test

เปรียบเทียบค่าเฉลี่ย

ของ 2 กลุ่มที่เกี่ยวข้อง

2 เกี่ยวข้อง 

(จับคู่)

ต่อเนื่อง Wilcoxon Signed-Rank 

Test
One-Way ANOVA เปรียบเทียบค่าเฉลี่ย

ของ 3 กลุ่มอิสระขึ้นไป

3+ อิสระ ต่อเนื่อง Kruskal-Wallis H Test

One-Way Repeated 

Measures ANOVA

เปรียบเทียบค่าเฉลี่ยของ 3 จุด

เวลาขึ้นไปในกลุ่มเดียวกัน หรือ

แต่ละกลุ่มมีความเกี่ยวข้องกัน 

3+ เกี่ยวข้อง 

(จับคู่)

ต่อเนื่อง Friedman Test
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	 ข้อสมมติ:

	 1.	 ตัวแปรตามเป็นข้อมูลต่อเนื่องที่วัดในระดับช่วง 

		  หรืออัตราส่วน

	 2.	 ตัวแปรอิสระประกอบด้วยสองกลุ่มที่เป็นอิสระต่อ 

	 3.	 ข้อมูลมีการกระจายตัวแบบปกติในแต่ละกลุ่ม

	 4.	 ความเท่าเทยีมของความแปรปรวน (homogeneity  

		  of variances / homoscedasticity) ตรวจสอบด้วย:  

		  Levene’s test หรือ F-test

		  •	 หาก Levene’s test p > 0.05: ความแปรปรวน 

			   เท่ากัน (ใช้ standard t-test)

		  •	 หาก Levene’s test p ≤ 0.05: ความแปรปรวน 

			   ไม่เท่ากัน (ใช้ Welch’s t-test)

	 5.	 ไม ่ มี ค ่ าผิ ดปกติที่ มี นั ยส� ำคัญในแต ่ละก ลุ ่ ม  

		  (no significant outliers)

	 สมมติฐาน:

	 •	 H0: ค่าเฉลี่ยของกลุ่ม 1 ไม่แตกต่างจากค่าเฉลี่ย 

		  ของกลุ่ม 2

	 •	 H1: ค่าเฉลี่ยของกลุ ่ม 1 แตกต่างจากค่าเฉล่ีย 

		  ของกลุ่ม 2

รูปที่ 3	 แผนภูมิการเลือกการทดสอบทางสถิติส�ำหรับการเปรียบเทียบค่าเฉลี่ย
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	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 เปรยีบเทยีบแรงยดึตดิของซลีเลอร์ชนดิ A กบัชนดิ B

	 •	 ทดสอบความแตกต่างของเวลาในการท�ำงานระหว่าง 

		  การใช้ไฟล์มือกับไฟล์หมุน

2.3 การทดสอบที แบบจับคู่ (Paired Samples t-test): 

เปรียบเทียบค่าเฉลี่ยของสองกลุ่มที่เกี่ยวข้อง

	 การทดสอบที แบบจับคู่ หรือที่เรียกว่า dependent 

t-test หรือ paired-samples t-test ใช้เพื่อพิจารณาว่าค่า

เฉลี่ยของตัวแปรตามคงที่หรือไม่ในสองกลุ่มที่เกี่ยวข้องกัน 

การทดสอบนี้ เหมาะสมอย่างยิ่งส�ำหรับการออกแบบที่

เกี่ยวข้องกับกลุ่มตัวอย่างที่จับคู่กันหรือการวัดซ�้ำที่ด�ำเนินการ

จากอาสาสมัครคนเดียวกัน [1]

	 ข้อสมมติ:

	 1.	 ตัวแปรตามเป็นข้อมูลต่อเน่ือง ที่วัดในระดับช่วง 

		  หรืออัตราส่วน

	 2.	 ตัวแปรอิสระประกอบด้วยสองกลุ่มที่เกี่ยวข้องกัน  

		  (two related groups / matched pairs)

	 3.	 ความแตกต่างระหว่างคู่ (differences) มกีารกระจายตวั 

		  แบบปกติ

	 4.	 การสงัเกตแต่ละคูเ่ป็นอสิระจากคูอ่ืน่ ๆ  (independence  

		  of pairs)

	 5.	 ไม่มีค่าผิดปกติที่มีนัยส�ำคัญในความแตกต่าง (no  

		  significant outliers in differences)

	 สมมติฐาน:

	 •	 H0: ค่าเฉลี่ยของความแตกต่างระหว่างสองกลุ่ม 

		  เท่ากับศูนย์

	 •	 H1: ค่าเฉลี่ยของความแตกต่างแตกต่างจากศูนย์

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 ศึกษาการเปลี่ยนแปลงของปริมาณแบคทีเรีย 

		  ในรากฟันก่อนและหลังการใช้ยาฆ่าเชื้อ

	 •	 ประเมินการเปลี่ยนแปลงของความหนาแน่นของ 

		  กระดูกรอบรอบปลายรากฟันหลังการรักษาในช่วง 

		  เวลาต่าง ๆ

	 •	 วัดการเปลี่ยนแปลงของสีฟันหลังการฟอกสีภายใน 

		  รากฟัน

	 จุดเด่นของการทดสอบนี้คือความสามารถในการขจัด

ความแปรปรวนระหว่างอาสาสมัครโดยการวิเคราะห์ผลรวม

ของความแตกต่างภายในคู ่ท�ำให้เพิม่อ�ำนาจทางสถิตใินการตรวจจบั

การเปลี่ยนแปลงภายในอาสาสมัคร

2.4 การวิเคราะห์ความแปรปรวนทางเดียว (One-Way 

ANOVA): เปรียบเทียบค่าเฉลี่ยของสามกลุ่มอิสระขึ้นไป

	 การวเิคราะห์ความแปรปรวนทางเดยีว (One-Way ANOVA) 

เป็นการทดสอบแบบพาราเมตรกิทีม่ปีระสทิธภิาพซึง่ออกแบบ

มาเพื่อพิจารณาว่ามีความแตกต่างอย่างมีนัยส�ำคัญทางสถิติ

ระหว่างค่าเฉลี่ยของสามกลุ่มอิสระ (ที่ไม่เกี่ยวข้อง) ขึ้นไป 

หรือไม่ [7]

	 ข้อสมมติ:

	 1.	 ตัวแปรตามเป็นข้อมูลต่อเนื่องที่วัดในระดับช่วง 

		  หรืออัตราส่วน

	 2.	 ตัวแปรอิสระประกอบด้วยสามกลุ่มอิสระขึ้น

	 3.	 การสังเกตเป็นอิสระทั้งภายในกลุ่มและระหว่าง

	 4.	 ข้อมูลมีการกระจายตัวแบบปกติในแต่ละกลุ่ม

	 5.	 ความเท่าเทียมของความแปรปรวนในทุกกลุ่ม  

		  ตรวจสอบด้วย Levene’s test หรอื Bartlett’s test

		  •	 หาก p > 0.05: ความแปรปรวนเท่ากัน

		  •	 หาก p < 0.05: ความแปรปรวนไม่เท่ากัน   

			   ใช้ Welch’s ANOVA [7]

	 6.	 ไม่มีค่าผิดปกติท่ีมีนัยส�ำคัญในแต่ละกลุ่ม (no  

		  significant outliers)

	 การทดสอบหลังการวิเคราะห์ (Post-Hoc Tests) 

หรือการเปรียบเทียบหลายกลุ่ม (Multiple comparisons) 

ส�ำหรับ One-Way ANOVA

	 หาก One-Way ANOVA แสดงว่ามีความแตกต่าง 

อย่างมนียัส�ำคญั (p < 0.05) จ�ำเป็นต้องท�ำการทดสอบ post-hoc 

เพื่อระบุว่ากลุ่มใดแตกต่างจากกัน การเลือก post-hoc test 

ข้ึนอยูก่บัหลายปัจจยั ได้แก่ จ�ำนวนการเปรยีบเทียบท่ีต้องการ 

การวางแผนการเปรียบเทียบล่วงหน้า (planned) หรือไม่ 

(unplanned) และความเข้มงวดที่ต้องการในการควบคุม 

ข้อผิดพลาดประเภทท่ี 1 การทดสอบแต่ละชนิดมีข้อดีข้อเสีย

และความเหมาะสมในการใช้งานที่แตกต่างกัน [1, 7, 8]
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	 เมื่อท�ำการเปรียบเทียบหลายคู่พร้อมกัน ความเสี่ยง 

ที่จะเกิดข้อผิดพลาดประเภทที่ 1 จะเพิ่มขึ้นตามจ�ำนวน 

การเปรียบเทียบ ตัวอย่างเช่น หากก�ำหนดระดับนัยส�ำคัญ  

α = 0.05 ส�ำหรับการเปรยีบเทยีบแต่ละครัง้ หมายความว่ามโีอกาส 

5% ทีจ่ะสรปุผดิพลาดว่ามคีวามแตกต่างเมือ่ความจรงิแล้วไม่มี 

เมื่อท�ำการเปรียบเทียบหลายคู่ โอกาสที่จะเกิดข้อผิดพลาด

อย่างน้อยหน่ึงคร้ังจะสะสมเพิ่มขึ้น โดยค�ำนวณได้จากสูตร  

1 − (1 − α)k เมื่อ k คือจ�ำนวนการเปรียบเทียบ ตัวอย่างเช่น 

การศึกษาที่เปรียบเทียบซีลเลอร์ 4 ชนิด จะมีการเปรียบเทียบ

ทั้งหมด 6 คู่ (ค�ำนวณจาก [4×3]/2 = 6) หากใช้ α = 0.05 

ส�ำหรับแต่ละคูโ่ดยไม่มกีารปรบัค่า โอกาสทีจ่ะเกดิข้อผดิพลาด

ประเภทที ่1 อย่างน้อยหนึง่ครัง้จะเพิม่ขึน้เป็น 1 − (1 − 0.05)6 = 

0.265 หรือประมาณ 26.5% ซึ่งสูงกว่าระดับที่ยอมรับได้มาก 

“Familywise error rate” คืออัตราความผิดพลาดโดยรวม

ของการเปรียบเทียบทั้งหมดที่ท�ำในการวิเคราะห์เดียวกัน 

การควบคุม familywise error rate ให้อยู่ในระดับที่ก�ำหนด 

(เช่น 0.05) จงึเป็นหลกัการส�ำคญัของการทดสอบหลงัการวเิคราะห์ 

ซ่ึงแต่ละวธิมีกีลไกการปรบัค่าทีแ่ตกต่างกนัเพือ่รกัษาความน่าเชือ่ถอื

ของผลการวิจัยโดยรวม

	 ในบรบิททางสถติิ ค�ำว่า “อนุรกัษ์นิยม” (conservative) 

หมายถึงการทดสอบที่มีความระมัดระวังสูงในการสรุปว่า 

มีความแตกต่างอย่างมีนัยส�ำคัญ กล่าวคือ การทดสอบแบบ

อนุรักษ์นิยมจะควบคุมข้อผิดพลาดประเภทที่ 1 (false 

positive) อย่างเข้มงวด ท�ำให้มีโอกาสน้อยที่จะสรุปผิดพลาด

ว่ามีความแตกต่างเมื่อความจริงแล้วไม่มี อย่างไรก็ตาม  

ความอนุรักษ์นิยมมีข้อแลกเปลี่ยน (trade-off) ที่ส�ำคัญ  

การทดสอบที่อนุรักษ์นิยมเกินไปจะมีอ�ำนาจทางสถิติต�่ำ  

ส่งผลให้มโีอกาสสงูทีจ่ะไม่พบความแตกต่างแม้ว่าความแตกต่างนัน้

มีอยู่จริง ซ่ึงเป็นข้อผิดพลาดประเภทที่ 2 (false negative) 

ตวัอย่างเช่น Bonferroni correction เป็นวธิทีีอ่นุรักษ์นยิมมาก 

เนือ่งจากใช้การหารระดับนัยส�ำคัญด้วยจ�ำนวนการเปรยีบเทียบ

ทั้งหมด เมื่อมีการเปรียบเทียบจ�ำนวนมาก ค่า α ที่ปรับแล้ว

จะเล็กมากจนยากที่จะพบความแตกต่างที่มีนัยส�ำคัญ ดังนั้น 

ในกรณทีีม่กีารเปรยีบเทยีบหลายคู่ การใช้วธิอีืน่ทีม่คีวามสมดลุ

ระหว่างการควบคมุข้อผดิพลาดประเภทที ่1 และการรกัษาอ�ำนาจ

ทางสถติ ิเช่น Tukey’s HSD อาจเป็นทางเลอืกทีเ่หมาะสมกว่า

	 Tukey’s Honestly Significant Difference 

(Tukey’s HSD) เป็นการทดสอบท่ีนิยมใช้มากท่ีสุดส�ำหรับ

การเปรียบเทียบทุกคู ่  (all pairwise comparisons)  

การทดสอบนี้ควบคุม familywise error rate ได้ดีและ 

มีอ�ำนาจทางสถิติปานกลาง โดยเหมาะสมมากเมื่อขนาด 

กลุ่มตัวอย่างของแต่ละกลุ่มเท่ากัน ข้อดีของ Tukey’s HSD 

คือสมดุลระหว่างการควบคุมข ้อผิดพลาดประเภทที่  1  

และการรักษาอ�ำนาจทางสถิติ มีอ�ำนาจการทดสอบมากกว่า 

Bonferroni correction เมื่อมีการเปรียบเทียบหลายคู ่  

การทดสอบนีเ้หมาะส�ำหรบัสถานการณ์ทีต้่องการเปรยีบเทยีบ

ทุกกลุ่มกับกลุ่มอื่น ๆ และไม่มีการวางแผนการเปรียบเทียบ

ล่วงหน้าว่าต้องการเปรียบเทียบคู่ใดโดยเฉพาะ

	 Bonferroni correction เป็นวิธีการที่เข้าใจและ 

ใช้งานง่าย เหมาะส�ำหรบัการเปรยีบเทียบท่ีวางแผนไว้ล่วงหน้า

จ�ำนวนน้อย วธิกีารท�ำงานคอืการแบ่งระดบันยัส�ำคญั (α = 0.05) 

ด้วยจ�ำนวนการเปรียบเทียบทั้งหมด ตัวอย่างเช่น หากมี 

การเปรียบเทียบ 5 คู่ ค่า α ใหม่จะเท่ากับ 0.05/5 = 0.01 

ข้อดหีลกัของวธินีีค้อืควบคมุข้อผดิพลาดประเภทท่ี 1 ได้ดมีาก

และเป็นวิธีที่อนุรักษ์นิยมสูง อย่างไรก็ตาม ข้อเสียคือเมื่อมี

การเปรยีบเทยีบจ�ำนวนมาก (มากกว่า 5 คู)่ วธินีีจ้ะอนรุกัษ์เกนิไป

และเพิม่โอกาสของข้อผดิพลาดประเภทที ่2 ท�ำให้อาจไม่ตรวจพบ

ความแตกต่างท่ีแท้จริงได้ ดังนั้น Bonferroni จึงเหมาะสม

เมื่อมีการเปรียบเทียบน้อย และต้องการควบคุมข้อผิดพลาด

ประเภทที่ 1อย่างเข้มงวด

	 Dunnett’s test ถูกออกแบบมาโดยเฉพาะส�ำหรับ

การเปรยีบเทียบกลุม่ทดลองหลายกลุม่กับกลุม่ควบคมุกลุม่เดยีว 

ซึ่งเป็นสถานการณ์ท่ีพบบ่อยในงานวิจัยทางการแพทย์และ

ทันตกรรม การทดสอบนีม้อี�ำนาจทางสถิตสิงูกว่า Tukey’s HSD 

เนื่องจากไม่เปรียบเทียบกลุ่มทดลองระหว่างกัน จึงลดจ�ำนวน

การเปรียบเทียบท้ังหมด ตัวอย่างเช่น การศึกษาท่ีมี 3 กลุ่ม 

ยาทดลองและ 1 กลุ่ม placebo Dunnett’s test จะท�ำ 

การเปรียบเทียบเพียง 3 ครั้ง (แต่ละยา vs placebo) แทนที่

จะเป็น 6 ครั้งเหมือน Tukey’s HSD การทดสอบนี้เหมาะสม

เมือ่ค�ำถานการวจิยัมุง่เน้นท่ีว่า “กลุม่ทดลองแต่ละกลุม่แตกต่าง

จากกลุม่ควบคมุหรอืไม่” มากกว่า “กลุม่ทดลองแตกต่างกนัเอง

หรือไม่”
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	 Fisher’s Least Significant Difference (LSD) 

เป็นการทดสอบที่มีอ�ำนาจทางสถิติสูงที่สุด แต่ไม่ควบคุม 

familywise error rate ซึง่หมายความว่าเมือ่มกีารเปรยีบเทียบ

จ�ำนวนมาก โอกาสข้อผดิพลาดประเภทที ่1 จะเพิม่ขึน้อย่างมาก 

การทดสอบน้ีเหมาะสมเฉพาะเมือ่มกีารวางแผนการเปรยีบเทียบ 

ไว้ล่วงหน้าเพียง 2-3 คู่เท่าน้ัน และไม่แนะน�ำให้ใช้ส�ำหรับ 

การเปรยีบเทยีบหลายคูห่รอืการเปรยีบเทยีบทีไ่ม่ได้วางแผนไว้ 

ในงานวิจัยสมัยใหม่ การใช้ Fisher’s LSD ได้รับการวิพากษ์

วิจารณ์และไม่ค่อยได้รับการยอมรับเว้นแต่จะมีเหตุผลท่ีดีมาก

และได้วางแผนการเปรยีบเทยีบไว้อย่างชดัเจนตัง้แต่ก่อนเก็บข้อมลู

ในทางปฏิบัติ 

	 การเลอืก post-hoc test ควรพจิารณาจากวตัถปุระสงค์

ของการวิจยั หากต้องการเปรยีบเทยีบทกุกลุม่และขนาดตวัอย่าง

ค่อนข้างเท่ากัน Tukey’s HSD เป็นทางเลือกแรก หากมี 

กลุ่มควบคุมที่ชัดเจน Dunnett’s test จะให้อ�ำนาจทางสถิติ

ที่ดีกว่า หากมีการเปรียบเทียบจ�ำนวนน้อยที่วางแผนไว้ 

และต้องการควบคุมข้อผิดพลาดประเภทที่ 1 อย่างเข้มงวด 

Bonferroni เป็นทางเลือกที่เหมาะสม

	 การทดสอบหลงัการวเิคราะห์ส�ำหรบั Welch’s ANOVA

	 เมื่อใช้ Welch’s ANOVA เนื่องจากความแปรปรวน

ของข้อมูลในแต่ละกลุ่มไม่เท่ากัน การใช้ post-hoc tests 

มาตรฐานเช่น Tukey’s HSD จะไม่เหมาะสมเพราะ tests 

เหล่านั้นสันนิษฐานว่าความแปรปรวนเท่ากัน ในกรณีนี้ 

Games-Howell test เป็นการทดสอบทีอ่อกแบบมาโดยเฉพาะ

ส�ำหรับสถานการณ์ที่ความแปรปรวนไม่เท่ากัน และปรับค่า 

degrees of freedom ให้เหมาะสมในแต่ละการเปรียบเทียบคู่ 

การทดสอบน้ีมีข้อดีหลายประการ คือทนทานต่อการละเมิด

ข้อสมมตคิวามเท่าเทยีมของความแปรปรวน ควบคมุข้อผดิพลาด

ประเภทที ่1 ได้ดแีม้ขนาดกลุม่ตัวอย่างไม่เท่ากนั และมอี�ำนาจ

ทางสถิติสูงกว่า Bonferroni correction เมื่อความแปรปรวน

ไม่เท่ากัน

2.5 การวิเคราะห์ความแปรปรวนทางเดียวแบบวัดซ�้ำ 

(One-Way Repeated Measures ANOVA): เปรียบ

เทียบค่าเฉลี่ยของสามจุดเวลาขึ้นไปในกลุ่มเดียวกัน

	 One-Way Repeated Measures ANOVA เป็นการขยาย

ของ Paired Samples t-test ทีใ่ช้ส�ำหรับเปรยีบเทยีบค่าเฉลีย่

ของตวัแปรตามทีว่ดัในสามจดุเวลาหรอืมากกว่าในกลุม่ตวัอย่าง

เดียวกัน หรือในสภาวะท่ีแตกต่างกันในผู้เข้าร่วมคนเดียวกัน 

เหมาะส�ำหรับการศึกษาแบบ longitudinal หรือการศึกษาที่

ต้องการตดิตามการเปลีย่นแปลงเมือ่เวลาผ่านไป ความสามารถ

ในการควบคมุความแปรปรวนระหว่างบคุคล (between-subject 

variability) โดยแต่ละคนท�ำหน้าที่เป็น control ของตนเอง 

ท�ำให้มีอ�ำนาจทางสถิติสูงกว่า One-Way ANOVA แบบปกติ

เมื่อใช้ขนาดตัวอย่างเท่ากัน [1]

	 ข้อสมมติ:

	 1.	 ตัวแปรตามเป็นข้อมูลต่อเนื่องที่วัดในระดับช่วง 

		  หรืออัตราส่วน

	 2.	 ตวัแปรอสิระประกอบด้วยสามจดุเวลาหรอืมากกว่า 

		  ที่เกี่ยวข้องกัน (related time points)

	 3.	 ไม่มีค่าผิดปกติที่มีนัยส�ำคัญ

	 4.	 ข้อมลูมกีารกระจายตวัแบบปกตสิ�ำหรบัแต่ละจดุเวลา

	 5.	 ความเป็น Sphericity: ความแปรปรวนของ 

ความแตกต่างระหว่างระดบัท้ังหมดของตวัแปรอสิระควรเท่ากนั 

ตรวจสอบด้วย Mauchly’s Test of Sphericity หากปฏิเสธ

สมมตฐิาน sphericity ต้องปรบัแก้โดยใช้ Greenhouse-Geisser 

correction เมื่อ epsilon (ε) < 0.75 หรือ Huynh-Feldt 

correction เมื่อ epsilon (ε) > 0.75 มีความเข้มงวดน้อยกว่า

	 สมมติฐาน:

	 •	 H0: ค่าเฉลี่ยของตัวแปรตามเท่ากันในทุกจุดเวลา  

		  (μ1 = μ2 = μ3 = ... = μk)

	 •	 H1: ค่าเฉลีย่ของตวัแปรตามแตกต่างกันในอย่างน้อย 

		  หนึ่งจุดเวลา

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 ประเมินความหนาแน่นของกระดูกรอบรอบปลาย 

		  รากฟันในผู้ป่วยคนเดียวกันที่ baseline, 3 เดือน,  

		  6 เดือน และ 12 เดือนหลังการรักษา

	 •	 วัดการเปลี่ยนแปลงของ pH ในรากฟันหลังการใช้  

		  calcium hydroxide ในช่วงเวลาต่าง ๆ (1 สปัดาห์,  

		  2 สปัดาห์ และ 4 สัปดาห์)

	 การทดสอบหลังการวิเคราะห์ส�ำหรับ One-Way 

Repeated Measures ANOVA

	 หาก One-Way Repeated Measures ANOVA 

แสดงว่ามคีวามแตกต่างอย่างมนียัส�ำคญั (p < 0.05) จ�ำเป็นต้องท�ำ 
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post-hoc test เพือ่ระบวุ่าจดุเวลาหรอืสภาวะใดแตกต่างจากกนั 

การเลือก post-hoc test ส�ำหรับ Repeated Measures 

ANOVA มีความแตกต่างจาก One-Way ANOVA แบบปกติ

เนื่องจากข้อมูลมีความสัมพันธ์กันภายในผู้เข้าร่วมคนเดียวกัน 

ท�ำให้ไม่สามารถใช้ Tukey’s HSD แบบมาตรฐานได้ แต่ต้องใช้

วิธีการที่ปรับให้เหมาะสมกับโครงสร้างของข้อมูลแบบวัดซ�้ำ

	 Bonferroni correction เป็นวิธีที่นิยมใช้มากที่สุด

ส�ำหรับ post-hoc test หลัง Repeated Measures ANOVA 

และมักเป็นค่าเริ่มต้น (default) ในโปรแกรมสถิติส่วนใหญ่ 

Holm-Bonferroni จงึเป็นทางเลอืกทีแ่นะน�ำมากกว่า Bonferroni 

แบบธรรมดาในกรณีส่วนใหญ่

	 Fisher’s Least Significant Difference (LSD) บางครัง้ 

ยงัคงถกูใช้ส�ำหรบั post-hoc test หลงั Repeated Measures 

ANOVA แต่ไม่แนะน�ำอย่างยิง่ เน่ืองจากไม่มกีารปรบัค่า p เลย

และไม่ควบคุม familywise error rate การใช้ LSD จะท�ำให้

โอกาสของข้อผิดพลาดประเภทที่ 1 เพ่ิมขึ้นอย่างมากเมื่อมี

การเปรียบเทียบหลายคู่ ควรใช้เฉพาะเมื่อมีการวางแผนการ

เปรียบเทียบไว้ล่วงหน้าเพียง 2-3 คู่เท่านั้น และต้องมีเหตุผล

ทางทฤษฎีที่ชัดเจน 

3. การทดสอบแบบนอนพาราเมตริกส�ำหรับ 

การเปรียบเทียบค่าเฉลี่ย (Non-parametric 

tests for comparing means) 
3.1 นิยามและเมื่อใดควรใช้

	 การทดสอบแบบนอนพาราเมตริกเป็นกลุ่มของวิธีการ

ทางสถิติที่ ไม ่จ�ำเป็นต้องมีข ้อสมมติว ่าข ้อมูลสอดคล้อง 

กับการกระจายตัวของความน่าจะเป็นที่ เฉพาะเจาะจง  

เช่น การกระจายตัวแบบปกติ ด้วยเหตุน้ี จึงมักเรียกว่า  

“การทดสอบที่ปราศจากการกระจาย” (distribution-free 

tests) [1, 4, 9]

	 สถานการณ์ทีค่วรใช้การทดสอบแบบนอนพาราเมตรกิ:

	 1.	 ข้อมูลที่ไม่มีการกระจายตัวแบบปกติ: เมื่อข้อมูล

เบ้อย่างมีนัยส�ำคัญหรือเบี่ยงเบนจากการกระจายตัวแบบปกติ

ในลักษณะอื่น

	 2.	 ขนาดกลุม่ตวัอย่างเลก็: ในการศึกษาทีม่กีารสงัเกต

จ�ำกัด อาจเป็นเรื่องท้าทายในการสันนิษฐานหรือทดสอบ

ความเป ็นปกติอย ่างน ่าเชื่อถือ ท�ำให ้การทดสอบแบบ 

นอนพาราเมตริกเป็นทางเลือกที่เหมาะสมกว่า

	 3.	 มีค่าผิดปกติ: การทดสอบแบบนอนพาราเมตริก

โดยทัว่ไปมคีวามอ่อนไหวน้อยต่อค่าสดุขัว้ (outliers) ในข้อมลู 

ซึ่งสามารถส่งผลกระทบต่อการทดสอบแบบพาราเมตริกอย่าง

ไม่สมส่วน

	 4.	 ข้อมูลระดับล�ำดับหรือนามบัญญัติ: เมื่อตัวแปร

ตามถกูวดัในระดบัล�ำดบั (ประเภททีม่ลี�ำดบั) หรอืระดบันามบญัญตัิ 

(ประเภททีไ่ม่มลี�ำดบัโดยธรรมชาต)ิ การก�ำหนดคะแนนตวัเลข

ส�ำหรับการวิเคราะห์แบบพาราเมตริกอาจไม่เหมาะสมหรือ

ท�ำให้เข้าใจผิด

	 ข้อจ�ำกัดของการทดสอบแบบนอนพาราเมตริก:

	 •	 อ�ำนาจน้อยกว่า: ข้อเสียท่ีส�ำคัญคือการทดสอบ

แบบนอนพาราเมตริกอาจมีอ�ำนาจทางสถิติน้อยกว่าเมื่อเทียบ

กับคู่หูแบบพาราเมตริก โดยเฉพาะเมื่อข้อสมมติส�ำหรับวิธี

การแบบพาราเมตรกิท่ีสอดคล้องกนัเป็นจรงิ ซ่ึงแปลว่ามโีอกาส

ลดลงในการตรวจจบัผลกระทบทีแ่ท้จรงิหากมอียูจ่รงิในประชากร

	 •	 ใช้ข้อมลูน้อยกว่า: โดยการแปลงข้อมลูดบิเป็นอนัดบั 

การทดสอบแบบนอนพาราเมตริกจะละทิ้งข้อมูลรายละเอียด

บางส่วนทีม่อียูใ่นข้อมลูต้นฉบบั ซึง่อาจน�ำไปสูผ่ลลพัธ์ทีม่นียัส�ำคญั

ทางสถิติน้อยลงแม้ว่าจะมีผลกระทบที่แท้จริงอยู่

3.2 การทดสอบ Mann-Whitney U หรือ Wilcoxon 

Rank-Sum Test (ทางเลือกแทน Independent 

Samples t-test)

	 การทดสอบ Mann-Whitney U เป็นการทดสอบ 

ทางสถิติแบบนอนพาราเมตริกท่ีใช้เพื่อประเมินความแตกต่าง

ระหว่างสองกลุ ่มอิสระ โดยเฉพาะเมื่อตัวแปรตามถูกวัด 

ในระดับล�ำดับหรือเป็นข้อมูลต่อเนื่องแต่ไม่มีการกระจายตัว

แบบปกติ

	 ข้อสมมติ

	 •	 ตัวแปรตามวัดในระดับล�ำดับหรือต่อเนื่อง

	 •	 ตวัแปรอสิระประกอบด้วยสองกลุม่ทีเ่ป็นอสิระต่อกนั

	 •	 การสังเกตเป็นอิสระ

	 สมมติฐาน:

	 •	 H0: การกระจายตัวของสองกลุ่มเหมือนกัน

	 •	 H1: การกระจายตัวของสองกลุ่มแตกต่างกัน



155การเปรียบเทียบค่าเฉลี่ย
สิทธิโชค โอศิริ

Thai Endodontic Association
Thai Endod J

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 เปรียบเทยีบคะแนนความเจบ็ปวดระหว่างสองกลุม่ 

		  เมื่อข้อมูลไม่มีการกระจายตัวแบบปกติ

	 •	 ศึกษาความแตกต่างของระดับความพึงพอใจของ 

		  ผู้ป่วยระหว่างเทคนิคการรักษา 2 วิธี

	 •	 เปรียบเทียบล�ำดับของความยากง่ายในการใช้งาน 

		  ระหว่างไฟล์ชนิดต่าง ๆ ที่ประเมินโดยทันตแพทย์

	 •	 ทดสอบความแตกต่างของจ�ำนวนโคโลนีแบคทีเรีย 

		  ที่มีค่าผิดปกติสูง

3.3 การทดสอบ Wilcoxon Signed-Rank (ทางเลือกแทน 

Paired Samples t-test)

	 การทดสอบ Wilcoxon Signed-Rank Test เป็นวธิกีาร

ทางสถติแิบบนอนพาราเมตริกทีอ่อกแบบมาส�ำหรับการเปรยีบเทียบ

สองกลุ่มตัวอย่างที่เกี่ยวข้องกัน เช่น คู่ที่จับคู่กันหรือการวัดซ�้ำ

จากกลุ่มตัวอย่างเดียว การทดสอบนี้มักใช้เป็นทางเลือกแทน

การทดสอบที แบบจับคู่เมื่อไม่สามารถสันนิษฐานว่าข้อมูล 

มกีารกระจายตวัแบบปกตไิด้ การทดสอบท�ำงานโดยการประเมนิ

ความแตกต่างระหว่างคู่ของการสงัเกต จัดอนัดับขนาดสมับรูณ์

ของความแตกต่างเหล่าน้ี จากน้ันพิจารณาเครื่องหมาย  

(บวกหรือลบ) ของแต่ละความแตกต่าง

	 ข้อสมมติ

	 •	 ตัวแปรตามเป็นข้อมูลต่อเนื่องหรือล�ำดับ

	 •	 กลุ่มตัวอย่างเป็นแบบจับคู่หรือเกี่ยวข้องกัน

	 •	 ความแตกต่างมกีารกระจายตัวแบบสมมาตรรอบศนูย์

	 สมมติฐาน:

	 •	 H0: ค่ามธัยฐานของความแตกต่างระหว่างการสงัเกต 

		  แบบจับคู่เท่ากับศูนย์

	 •	 H1: ค่ามธัยฐานของความแตกต่างแตกต่างจากศนูย์ 

		  อย่างมีนัยส�ำคัญ

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 เปรียบเทียบคะแนนความเจ็บปวดก่อนและหลัง 

		  การรักษาเมื่อข้อมูลเบ้

	 •	 ศึกษาการเปลี่ยนแปลงของระดับความวิตกกังวล 

		  ของผูป่้วยก่อนและหลงัได้รบัข้อมลูเกีย่วกบัการรกัษา

	 •	 ประเมนิการเปลีย่นแปลงของคณุภาพชวีติทีว่ดัด้วย 

		  แบบสอบถามก่อนและหลังการรักษารากฟัน

	 •	 ทดสอบความแตกต่างของคะแนนการรับรู้อาการ 

		  เจ็บปวดในช่วงเวลาต่างๆ ในผู้ป่วยคนเดียวกัน

3.4 การทดสอบ Kruskal-Wallis H (ทางเลือกแทน  

One-Way ANOVA)

	 การทดสอบ Kruskal-Wallis H เป็นการทดสอบ 

แบบนอนพาราเมตริกท่ีอิงจากอันดับซ่ึงใช้เพื่อพิจารณาว่า 

มีความแตกต่างอย่างมีนัยส�ำคัญทางสถิติระหว่างสองกลุ่ม

หรือมากกว่าของตัวแปรอิสระ 

	 ลักษณะส�ำคัญ:

	 •	 คล้ายกบั ANOVA คอื การทดสอบ Kruskal-Wallis H  

		  ให้หมายความว่ามีอย่างน้อยสองกลุ่มที่แตกต่างกัน 

		  อย่างมนียัส�ำคญัหรอืไม่ แต่ไม่ระบวุ่ากลุม่เฉพาะใด 

		  แตกต่างจากกนั

	 •	 ดงันัน้ หากการทดสอบ Kruskal-Wallis H ให้ผลลพัธ์ 

		  ทีม่นียัส�ำคญั จ�ำเป็นต้องมกีารทดสอบหลงัการวเิคราะห์ 

		  เพิม่เตมิ เพื่อท�ำการเปรียบเทียบแบบคู่เฉพาะและ 

		  ระบุต�ำแหน่งของความแตกต่าง

	 ข้อสมมติ:

	 •	 สองตัวแปรวัดในระดับล�ำดับหรือต่อเนื่อง

	 •	 ตวัแปรอสิระประกอบด้วยสองกลุม่อสิระหรอืมากกว่า

	 •	 การสังเกตเป็นอิสระ

	 สมมติฐาน

	 •	 H0: การกระจายตัวของทุกกลุ่มเหมือนกัน

	 •	 H1: การกระจายตวัของอย่างน้อยหนึง่กลุม่แตกต่าง 

		  จากกลุ่มอื่น

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์

	 •	 เปรียบเทียบคะแนนความเจ็บปวดระหว่างกลุ่มยา  

		  4 ชนิดเมื่อข้อมูลไม่ปกติ

	 •	 ศกึษาความพงึพอใจของผูป่้วยต่อเทคนคิชลประทาน 

		  หลายวิธี

	 •	 ประเมินระดับความวิตกกังวลระหว่างกลุ่มท่ีได้รับ 

		  ข้อมูลในรูปแบบต่าง ๆ

	 การทดสอบหลังการวิเคราะห์ส�ำหรับ Kruskal-

Wallis H Test

	 หาก Kruskal-Wallis H test แสดงว่ามีความแตกต่าง

อย่างมีนัยส�ำคัญ (p < 0.05) จ�ำเป็นต้องท�ำ post-hoc test 
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เพื่อระบุว่ากลุ่มใดแตกต่างจากกัน การเลือก post-hoc test 

ส�ำหรับ Kruskal-Wallis มีหลายทางเลือก โดยแต่ละวิธีมีข้อดี

ข้อเสียและความเหมาะสมแตกต่างกัน

	 Dunn’s test เป็น post-hoc test มาตรฐานทีย่อมรบักนั

ทั่วไปส�ำหรับ Kruskal-Wallis H test วิธีการท�ำงานคือ 

การเปรยีบเทยีบอนัดับเฉลีย่ (mean rank) ระหว่างกลุม่แต่ละคู่ 

โดยใช้ค่าความแปรปรวนรวม (pooled variance) จากข้อมูล

ทกุกลุม่ในการค�ำนวณ พร้อมปรบัค่า p เพือ่ควบคมุ familywise 

error rate ด้วย Bonferroni adjustment ซึ่งมีความอนุรักษ์

นิยมน้อยกว่า การทดสอบนี้ท�ำงานได้ดีแม้ขนาดกลุ่มตัวอย่าง

ไม่เท่ากัน

	 Mann-Whitney U test แบบ pairwise พร้อมปรับ

ค่า p เป็นอีกทางเลือกหนึ่งที่สามารถใช้ได้ วิธีการคือท�ำ 

Mann-Whitney U test ส�ำหรับทุกคู่ พร้อมปรับค่า p ด้วย 

Bonferroni correction ข้อดขีองวธินีีค้อืเข้าใจง่ายและสามารถ

ท�ำได้ด้วยโปรแกรมสถติทิัว่ไป อย่างไรกต็าม วธินีีไ้ม่ใช่วธิมีาตรฐาน 

และมักมีความอนุรักษ์นิยมมากกว่า Dunn’s test เนื่องจาก

การค�ำนวณแต่ละคู่เป็นอิสระต่อกัน ไม่ได้ใช้ข้อมูลจากกลุ่มอื่น

มาช่วยประมาณค่าความแปรปรวน ท�ำให้มอี�ำนาจทางสถติติ�ำ่กว่า 

ดังนัน้จงึควรใช้เฉพาะเมือ่ไม่ม ีDunn’s test ในโปรแกรมสถติทิีใ่ช้

3.5 การทดสอบ Friedman (Friedman Test): ทางเลือก

แทน One-Way Repeated Measures ANOVA

	 การทดสอบ Friedman เป็นการทดสอบทางสถิติแบบ

นอนพาราเมตริก ที่ใช้เพื่อตรวจหาความแตกต่างในการรักษา

ทัว่ทัง้การวัดซ�ำ้หลายครัง้ ถอืเป็นทางเลอืกแบบนอนพาราเมตรกิ

ของ One-Way Repeated Measures ANOVA และเป็น 

การขยายของ Wilcoxon Signed-Rank Test ส�ำหรบัมากกว่า

สองจุดเวลาหรือสภาวะ

	 การทดสอบนี้ท�ำงานโดยการจัดอันดับข้อมูลภาย 

ในแต่ละบุคคล (within-subject ranking) จากนั้นวิเคราะห์

ว่าอันดับเฉลี่ยแตกต่างกันระหว่างจุดเวลาหรือสภาวะต่าง ๆ 

หรือไม่ การทดสอบนี้ไม่ต้องการข้อสมมติเรื่องการกระจายตัว

แบบปกติหรือความเป็น sphericity ท�ำให้เหมาะส�ำหรับ

ข้อมูลที่ละเมิดข้อสมมติของ Repeated Measures ANOVA

	 ข้อสมมติ

	 •	 ตัวแปรตามอย่างน้อยต้องเป็นข้อมูลล�ำดับหรือ 

		  ข้อมูลต่อเนื่อง

	 •	 ตัวแปรอิสระประกอบด้วยสามกลุ่มที่เกี่ยวข้องกัน 

		  หรือมากกว่า 

	 •	 การสงัเกตแต่ละชุดเป็นอสิระจากชุดอืน่ ๆ แต่การวดั 

		  ภายในบุคคลเดียวกันมีความเกี่ยวข้องกัน

	 สมมติฐาน:

	 •	 H0: การกระจายตัวของตัวแปรตามเหมือนกันใน 

		  ทุกจุดเวลาหรือสภาวะ (เท่ากับการทดสอบว่า 

		  ค่ามัธยฐานเท่ากัน)

	 •	 H1: การกระจายตัวของตัวแปรตามแตกต่างกัน 

		  ในอย่างน้อยหนึ่งจุดเวลาหรือสภาวะ

	 ตัวอย่างการใช้ในงานเอ็นโดดอนติกส์:

	 •	 ประเมินระดับความเจ็บปวด ของผู้ป่วยคนเดียวกัน 

		  ท่ี  24 ช่ัวโมง 48 ช่ัวโมง และ 72 ชั่ วโมง 

		  หลงัการรกัษา เมือ่ข้อมลูไม่มกีารกระจายตวัแบบปกติ

	 •	 เปรียบเทียบคะแนนความพึงพอใจของผู ้ป ่วย 

		  ต่อขัน้ตอนการรกัษา 4 ขัน้ตอน (การวนิจิฉยั การเตรียม 

		  คลองรากฟัน การอดุคลองรากฟัน และการตดิตามผล)

	 •	 วัดการเปลี่ยนแปลงของระดับความวิตกกังวล  

		  (anxiety score) ก่อนการรกัษา, ระหว่างการรกัษา  

		  และหลังการรักษาในผู้ป่วยคนเดียวกัน

	 •	 ศึกษาการเปลี่ยนแปลงของคะแนนคุณภาพชีวิต  

		  ท่ี baseline 1 สัปดาห์ 1 เดือน และ 3 เดือน 

		  หลังการรักษารากฟัน เมื่อข้อมูลมีลักษณะเบ้

	 การทดสอบหลงัการวเิคราะห์ส�ำหรบั Friedman Test

	 หาก Friedman test แสดงว่ามีความแตกต่างอย่าง 

มีนัยส�ำคัญ (p < 0.05) จ�ำเป็นต้องท�ำ post-hoc test  

เพื่อระบุว่าจุดเวลาหรือสภาวะใดแตกต่างจากกัน เนื่องจาก 

Friedman test ใช้ส�ำหรับข้อมูลแบบวัดซ�้ำ (repeated 

measures) ที่ไม่เป็นไปตามข้อสมมติของ parametric tests 

การเลือก post-hoc test จึงต้องค�ำนึงถึงลักษณะพิเศษ 

ของข้อมูลประเภทนี้
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	 Dunn’s test ส�ำหรับ Friedman (บางคร้ังเรียกว่า 

Durbin-Conover test) เป็น post-hoc test มาตรฐาน 

ท่ีปรบัให้เหมาะสมกบัข้อมลูแบบวดัซ�ำ้ วธิกีารท�ำงานคล้ายกบั 

Dunn’s test ส�ำหรับ Kruskal-Wallis แต่มีการปรับปรุง 

ให้เหมาะสมกับโครงสร้างของข้อมูลที่มีความสัมพันธ์กัน

ภายในผู้เข้าร่วมคนเดียวกัน

	 Wilcoxon Signed-Rank test แบบ pairwise  

พร้อมปรับค่า p เป็นทางเลือกที่ใช้งานได้ง่าย วิธีการคือท�ำ 

Wilcoxon Signed-Rank test ส�ำหรับทุกคู่ของจุดเวลาหรือ

สภาวะ พร้อมปรับค่า p เพื่อควบคุมข้อผิดพลาดประเภทที่ 1 

การปรบัค่า p แบบ Bonferroni ท�ำโดยการหารระดับนยัส�ำคญั 

(α = 0.05) ด้วยจ�ำนวนการเปรียบเทียบทั้งหมด ตัวอย่างเช่น 

หากมี 4 จุดเวลา จะมีการเปรียบเทียบทั้งหมด 6 คู่ (ค�ำนวณ

จาก 4×3/2 = 6) ดังนั้น α ที่ปรับแล้วจะเท่ากับ 0.05/6 = 

0.0083 ค่า p ใดที่น้อยกว่า 0.0083 จึงจะถือว่ามีนัยส�ำคัญ  

วิธีนี้เข้าใจง่ายแต่อนุรักษ์นิยมมาก

4. การเลือกการทดสอบที่เหมาะสม: กรอบการ

ตดัสนิใจ (Choosing the Right Test: A Decision 

Framework)

	 การเลือกการทดสอบทางสถิติที่เหมาะสมที่สุดส�ำหรับ

การเปรียบเทยีบค่าเฉลีย่ต้องใช้แนวทางทีเ่ป็นระบบและพจิารณา

อย่างรอบคอบ โดยค�ำนงึถงึปัจจยัส�ำคญัหลายประการทีเ่ก่ียวข้อง

กับค�ำถามการวิจัยและลักษณะของข้อมูล (รูปที่ 2-3 และ

ตารางที่ 1)

	 ปัจจัยหลักที่ต้องพิจารณาได้แก่

	 1.	 ค�ำถามการวิจัย (Research Question)

	 2.	 จ�ำนวนกลุ่ม (Number of Groups)

	 3.	 ประเภทข้อมูล (Type of Data)

	 4.	 ความเป็นอิสระของการสังเกต (Independence  

		  of Observations)

	 5.	 การกระจายตัวของข้อมูล (Data Distribution -  

		  Normality)

	 6.	 ความเท่าเทยีมของความแปรปรวน (Homogeneity  

		  of Variances)

	 7.	 ค่าผิดปกติ (Outliers)

5. สรุปและข้อเสนอแนะ (Conclusion and 

Recommendations)
	 การเปรยีบเทียบค่าเฉลีย่ทางสถิตเิป็นเครือ่งมอืท่ีทรงพลัง

ในการวิจัยทางเอ็นโดดอนติกส์ ช่วยให้เราสามารถตัดสินใจ 

บนพื้นฐานของหลักฐานเชิงประจักษ์แทนการพึ่งพาเพียง

ประสบการณ์หรอืความคดิเหน็ส่วนตวั อย่างไรกต็าม เครือ่งมอื

เหล่านี้จะมีประโยชน์ก็ต่อเมื่อใช้อย่างถูกต้องและเหมาะสม

	 จุดส�ำคัญที่ควรจดจ�ำ:

	 1.	 การเลือกการทดสอบที่เหมาะสมเป็นสิ่งส�ำคัญ -  

		  ข้ึนอยู่กับลักษณะของข้อมูล ค�ำถามการวิจัย และ 

		  ความเป็นไปตามข้อสมมติ

	 2.	 การตรวจสอบข้อสมมติ - เป็นความรับผิดชอบ 

		  ทางจรยิธรรมทีม่ผีลต่อความถกูต้องของผลการวจิยั 

		  และการดูแลผู้ป่วย

	 3.	 การวางแผนล่วงหน้าเป็นสิ่งจ�ำเป็น - การปรึกษา 

		  ผู ้เชี่ยวชาญด้านสถิติตั้งแต่ขั้นตอนการออกแบบ 

		  การศึกษาช่วยป้องกันปัญหาในภายหลัง

	 4.	 การรายงานผลอย่างโปร่งใสและครบถ้วน - ช่วยให้ 

		  ผูอ่้านสามารถประเมนิคณุภาพและความน่าเชือ่ถอื 

		  ของผลการวิจัย

	 สุดท้ายนี้ เป้าหมายของการใช้สถิติในงานวิจัยทาง 

เอ็นโดดอนติกส์คือการสร้างองค์ความรู้ท่ีเช่ือถือได้และน�ำไป

ใช้ประโยชน์ได้จรงิในการปรบัปรงุคณุภาพการดแูลรกัษาผูป่้วย 

การเข้าใจและประยุกต์ใช้หลักการเปรียบเทียบค่าเฉลี่ยอย่าง

ถูกต้องจะช่วยให้ทันตแพทย์และนักวิจัยสามารถมีส่วนร่วม

อย่างมีความหมายในการพัฒนาสาขาวิทยาเอ็นโดดอนต์ต่อไป
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